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“To have life henceforth, the poem of new joys.”

- Dead Poets Society
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UNIVERSITY OF ULSAN

ABSTRACT
Graduate School of Electrical Engineering

Department of Electrical, Electronic and Computer Engineering

Doctor of Philosophy

Novel and Practical Object Re-identification and Search in Intelligent

Surveillance Systems

by Qing Tang

Some of the most populated cities in all over the world are under a heavy amount

of public surveillance systems for monitoring the population surrounding. In order

to save labor costs, intelligent surveillance systems have rapidly developed in re-

cent years by supplying and assisting security workers in detecting, analyzing, and

predicting undesirable incidents.

Object re-identification (re-ID) and search are the foundation of a wide range

of applications in intelligent surveillance systems. The targets of Object re-ID and

search systems indicate person and vehicle. It can be used for a cross-camera person

or vehicle tracking and search. The work on this manuscript focus on the camera-

based object re-ID and search system in public datasets and real-world scenario.

To design a more realistic and practical object re-ID and search system for intel-

ligent surveillance systems, we focus on three aspects. Firstly, this manuscript focus

on investigating the unsupervised object re-ID. Secondly, we argue that training a

system which able to identify a specific object from full scene images is closer to

the real-world applications, therefore we investigate object search systems. Third,

this manuscript focus on combining the supervised detection methods and unsu-

pervised object re-ID methods.

We improve the performance of the re-ID systems by designing a more robust

sampling strategy, refining pseudo labels, and designing loss functions. Moreover,

we improve the performance of the search by designing learning strategies for unla-

beled data and designing loss function. Extensive experimental results demonstrate
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the effectiveness of the proposed methods and their practicality in real-world un-

supervised person re-ID applications. The experimental results of object re-ID have

been evaluated on three public person re-ID datasets and one public vehicle re-ID

dataset. The experiments are performed in two public person search datasets. More-

over, several outdoor real-world videos are used to validate the performance of the

proposed methods in real-world applications.
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Chapter 1

Introduction

1.1 Motivation and Background

Surveillance systems are used to monitor specific areas, such as homes, buildings,

and borders. A standard surveillance system consists of a large number of cameras

and security workers must continuously watch the real-time videos to check if there

are undesirable incidents. In order to reduce labor costs, intelligent surveillance sys-

tems have rapidly developed in recent years to supply and assist security workers

in detecting, analyzing, and predicting undesirable incidents.

Intelligent security and surveillance systems are useful techniques that are uti-

lized in various sectors in public and privacy places, such as specific person and

vehicle searching, a specific person and vehicle searching tracking, detecting and

identifying abnormal actions or situations, criminal identification, advertising, and

many more (Shahbaz and Jo, 2021; Yang et al., 2017; Feizi, 2017; Li et al., 2019a).

The increasing demand and excellent performance of intelligent surveillance sys-

tems make it become an active and fast-growing research area in recent years. The

main reasons are (1) the widespread camera network in public places, (2) the in-

creasing demand for public safety, (3) the rapid development of deep learning, and

(4) the expensive human labor.

Some of the most populated city in all over the world are under a heavy amount

of public surveillance systems (Comparitech, 2021). Moreover, according to a report

(Liza Lin, 2019) in the end of 2019, hundreds of millions more surveillance cameras

will be set. The surveillance systems serve as a primary tool to monitor the popula-

tion surrounding and to fight crime and terrorism.
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The rapid development of deep learning methods also conducted a new wave

into intelligent surveillance systems. Deep learning methods achieve breakthrough

performance in gathering data and making predictions by utilizing computer vision,

pattern recognition, and artificial intelligence technologies.

Object re-identification (re-ID), including person re-ID and vehicle re-ID, can be

used for a cross-camera person or vehicle tracking and search. As an important

application in intelligent security and surveillance systems, object re-ID aims to re-

identify an object across multiple non-overlapping cameras. In other words, the

re-ID system aims to retrieve images containing the same identity. The illustration

of person and vehicle re-ID tasks is shown in Figure 1.1.

Query Gallery

(a) Person re-ID from Market-1501

(b) Person re-ID from DukeMTMC-reID

(c) Person re-ID from MSMT17

(d) Vehicle re-ID from VeRi-776

FIGURE 1.1: The examples of object re-ID images. Green boxes denote
the matching identity between query and gallery.

As mentioned above, the object re-id system is trained to match an investigated

object (query) with the gallery of well-cropped images which is far from real-world

applications. Because object detectors in intelligent systems might produce wrong-

cropped images in practical applications, which leads to a bad re-id performance.

Identifying a specific object from a whole scene of images is closer to the real-

world applications, therefore recent researches (Xu et al., 2014; Xiao et al., 2017;
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Zhang, Li, and Zhang, 2021; Yan et al., 2021; Li and Miao, 2021; Chen et al., 2020)

tend to solve person detection and re-id jointly, namely person search. The simpli-

fied view of person search is illustrated in Figure 1.2.

V
id

eo
 1

V
id

eo
 2

Frames

FIGURE 1.2: The examples of person search systems on outdoor real-
world videos. The query image (re-ID target) is shown as a sub-figure
at the bottom of each frame. The green bounding boxes are the search

results, and the classification scores are written on the boxes.

The object search system aims to detect the specific object regions from realis-

tic and uncropped images. Then, based on detected object regions, the system re-

trieves the specific object regions that contained the same identity as a query image

by matching detected regions with query images. The object search can be consid-

ered as an integrated task of object detection and object re-identification.

ID1 ID2 ID3 ID4 ID5 ID6 ID7 Unlabeled ID

Supervised Unsupervised

Se
ar

ch
R

e-
ID

FIGURE 1.3: Labeled information of supervised, unsupervised setting
of object re-ID and search tasks.

In the past decade, object search works mostly focused on supervised learning
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and person-based search, which achieved significant progress (Li and Miao, 2021;

Chen et al., 2020; Xiao et al., 2017). The supervised object search requires substantial

labeled bounding boxes and identities for achieving satisfying performance. The

labeled information of supervised and unsupervised setting systems is shown in

Figure 1.3. In the supervised setting manner, both coordination of bounding boxes

and identities are provided to train the system.

However, it is time-consuming and difficult to annotate every object and its iden-

tity across multiple cameras, especially for identities. Therefore, some recent works

(weakly; Han, Ko, and Sim, 2021a) focus on combining the supervised detection

methods and unsupervised object re-ID methods. As shown in Figure 1.3, only po-

sitions of bounding boxes are required in the unsupervised setting manner. In other

words, the identity information is unknowable in an unsupervised setting manner.

Therefore, the unsupervised setting does not require annotating the identity for each

image. It is relatively easier to acquire a large amount of unlabeled data by public

surveillance systems in the real world.

The following section of this manuscript focus on discussing various methods re-

lated to the unsupervised object re-ID, supervised object search, and self-supervised

object search.

1.2 Disposition

This part explains the organization of this manuscript. The following section is dis-

cussing various methods related to the utilization of deep learning models in unsu-

pervised object re-id, supervised object search, and weakly supervised object search.

Section 2 discusses previous publications in object re-ID that influence the recent

and our proposed research works.

Section 3 explains the proposed approaches in developing more robust unsuper-

vised object re-ID models. Our proposed approaches focus on the sampling strat-

egy design, generated pseudo labels refinement, learning strategy optimization, loss

function design.

Section 4 discusses the existing supervised object search works, which integrate

the object detection and re-ID as one complete pipeline. Moreover, our proposed
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object search methods are introduced.

Section 5 introduces the weakly supervised person search works, which only re-

quire the coordination of bounding boxes. In other words, only positions of bound-

ing boxes are provided and identities information is unknowable during the whole

training process.

Section 6 concludes the manuscript. The discussion and the directions of our fu-

ture works of object re-id and search systems in intelligent security and surveillance

systems are further presented.
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Chapter 2

Literature Review

2.1 Supervised and Unsupervised Object Re-identification Sys-

tem

The object re-ID system aims to retrieve matched people from different cameras or

different occasions. The idea of object re-ID is to matching features of images, there-

fore extracting discriminative features is critical and challenging for the object re-ID.

Based on training strategy, current object re-ID methods can be summarized in

three categories: supervised object re-ID (Huang et al., 2020; Zhou et al., 2020; Fu et

al., 2019a), Unsupervised Domain Adaptive (UDA) based object re-ID (Tahir, 2019;

Zhong et al., 2019; Zhong et al., 2018; Fan, Zheng, and Yang, 2017; Ge, Chen, and Li,

2020), and the Fully Unsupervised Learning (FUL) based object re-ID (Yu, Wu, and

Zheng, 2017; Yu, Wu, and Zheng, 2020; Lin et al., 2019; Wang and Zhang, 2020; Tang

and Jo, 2021; Yang et al., 2021; Ji et al., 2020; Fu et al., 2019b; Lin et al., 2020; Ding,

Khan, and Tang, 2019). The illustrations of these methods are shown in Figure 2.1.

In past decades, object re-ID works mostly focused on supervised object re-ID.

The supervised object re-ID methods (Huang et al., 2020; Zhou et al., 2020; Fu et al.,

2019a) train the network on a labeled dataset. Annotating object identities for every

image is required in supervised methods, as shown in Figure 2.1(a).

Some recent works focus on unsupervised object re-ID, which do not require la-

beled information in a target dataset. It is expensive to manually annotate identity

across multiple cameras. Because of the lack of labeled information, the unsuper-

vised methods can not achieve satisfying performance as supervised methods. Sev-

eral unsupervised methods (Tahir, 2019; Zhong et al., 2019; Zhong et al., 2018; Fan,
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ID:1 ID:3ID:3 ID:1 ID:3ID:3 ID: None ID: None
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Te
st

(a) Supervised Re-ID (b) UDA-based Re-ID
(unsupervised )

(c) FUL-based Re-ID
(unsupervised)

Target dataset

ID: NoneID: NoneID: None

Source dataset

FIGURE 2.1: Illustration of (a) supervised object re-ID, (b) UDA-based
object re-ID, and (c) FUL-based object re-ID. ID: identity.

Zheng, and Yang, 2017; Ge, Chen, and Li, 2020) utilized the Unsupervised Domain

Adaption (UDA) to improve the model performance. The idea of UDA-based meth-

ods is to transfer the knowledge from a labeled source dataset to the unlabeled target

dataset to improve the model performance on the target dataset. A common oper-

ation is to train the network on the labeled source and the unlabeled target dataset

simultaneously (Zhong et al., 2018; Ge, Chen, and Li, 2020), as shown in Figure

2.1(b). However, the model performance will significantly decline if the domain gap

between the source and target datasets is large.

The above two factors make supervised object re-ID and UDA-based unsuper-

vised object re-ID are difficult to meet the requirement of practical industry appli-

cation. Conversely, the FUL-based object re-ID methods (Yu, Wu, and Zheng, 2017;

Yu, Wu, and Zheng, 2020; Lin et al., 2019; Wang and Zhang, 2020; Tang and Jo, 2021;

Yang et al., 2021; Ji et al., 2020; Fu et al., 2019b; Lin et al., 2020; Ding, Khan, and Tang,

2019) enjoy two merits, which make them more suitable for real-world application.

(1) Training a FUL-based re-ID system does not require any labeled information, as

shown in Figure 2.1(c). It is relatively easier to acquire a large number of unlabeled

images and videos by public surveillance systems in the real world. (2) FUL-based

re-ID methods do not need to consider the domain gap between the source and tar-

get datasets, because they can be trained directly in any unlabeled target dataset.

Because of the above two merits, people tend to pay more attention to FUL-based

object re-ID.
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2.2 Unsupervised Object Re-identification System

2.2.1 Hand-Crafted Feature-Based Methods

In the past, researchers used traditional manual features (Liao et al., 2015; Zheng et

al., 2015a; Peng et al., 2016) to conduct feature extraction.The hand-crafted feature-

based methods have demonstrated the effectiveness on small datasets, but can not

achieve satisfying performance on large datasets. Zheng et al. (Zheng et al., 2015a)

proposed an unsupervised Bag-of-Words (BoW) descriptor which extracted image

features using the Color Names (CN) descriptor. Liao et al. (Liao et al., 2015) pro-

posed an effective feature representation called Local Maximal Occurrence (LOMO)

which is robust to illumination and viewpoint changes. Peng et al. (Peng et al., 2016)

considered training the model only with labeled image pairs limits model’s scal-

ability in real-world applications and therefore developed a cross-dataset transfer

learning re-ID approach which able to learn a dataset-shared but target-data-biased

feature representation. The performance of the above hand-crafted feature-based

methods are poor, because these hand-craft features are not robust enough for learn-

ing discriminative features, especially without human-annotated labels. Feature ex-

traction is critical and challenging for unsupervised person re-ID.

2.2.2 UDA-Based Methods

To learn to extract discriminative features, one of the most popular solutions is un-

supervised domain adaptation (UDA). Recent researches (Wei et al., 2018a; Zhong

et al., 2018; Zhang et al., 2019; Qi et al., 2019; Tahir, 2019; Jiang et al., 2020; Li et

al., 2019b; Fu et al., 2019b; Yu et al., 2019; Zhong et al., 2019; Wang and Zhang,

2020) on UDA-based methods adopt the Convolutional Neural Network (CNN) to

exact features. UDA methods transfer knowledge from a labeled source dataset to

a fully unlabeled target datasets. The key of UDA is reducing the domain gap be-

tween the source dataset and target dataset. Jiang et al. (Wei et al., 2018a) bridge the

domain gap using a Generative Adversarial Network (GAN). Zhong et al. (Zhong

et al., 2018) proposed a Hetero-Homogeneous Learning (HHL) method which en-

forces camera invariance and domain connectedness on target dataset to improve
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the generalization ability of re-ID model. Zhang et al. (Zhang et al., 2019) intro-

duced a self-training method with progressive augmentation framework (PAST) to

promote the model performance progressively on the target dataset. Li et al. (Li et

al., 2019b) proposed a Pose Disentanglement and Adaptation Network (PDA-Net)

which learns deep image representation with pose and domain information prop-

erly disentangled. Zhong et al. (Zhong et al., 2019) discovered that the intra-domain

variations in the target dataset also influenced the person re-ID performance; thus,

Zhong et al. designed three optimization functions to constrain network learn more

knowledge in target domain. The unsupervised re-ID model is very sensitive to chal-

lenging scenarios like complex human poses, occlusion, and complex backgrounds,

because of lack pre-annotated labels. To more accurately extract features from the

target identity, Fu et al. (Fu et al., 2019b) proposed a Self-similarity Grouping (SSG)

model, which self-generated local information from global information in spatial

domain by splitting global feature maps into upper human body feature maps and

lower human body feature maps. Moreover, the performance of re-ID model also

can be enhanced by improving the quality of generated pseudo labels. Jiang et al.

(Yu et al., 2019) learn the soft multilabels from a labeled source dataset then use it

to label each image in target dataset. (Yu et al., 2019) used the soft multilabel mine

the potential label information between two datasets to reduce domain gaps. Qi et

al. (Qi et al., 2019) developed a camera-aware domain adaptation method to better

integrate source and target domains, and proposed an unsupervised online in-batch

triplet generation method to explore the underlying discriminative information in

unlabeled target domain.

2.2.3 Fully Unsupervised Learning Methods

Although UDA-based methods have achieved superior performance, but it still need

an additionally labeled dataset. It is not the fully unsupervised person Re-ID sys-

tem. Several fully unsupervised methods (Yu, Wu, and Zheng, 2017; Yu, Wu, and

Zheng, 2020; Ding, Khan, and Tang, 2019; Lin et al., 2019; Wang and Zhang, 2020)

are proposed, which train the model without any manually annotated labels. Yu et

al. (Yu, Wu, and Zheng, 2017) learn an unsupervised asymmetric metric based on

asymmetric clustering on cross-view person images to deal with the view-specific

interference. Yu et al. (Yu, Wu, and Zheng, 2020) followed the similar idea of (Yu,
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Wu, and Zheng, 2017) but embed the asymmetric metric into a deep neural net-

work to further improve the performance. Ding et al. (Ding, Khan, and Tang, 2019)

proposed an effective clustering approach for re-ID by exploring the dispersion in

statistics. Lin et al. (Lin et al., 2019) proposed a Bottom-Up Clustering (BUC) ap-

proach to merge a fixed number of clusters and fine-tune the model until conver-

gence. In order to ease the impact of noisy clusters, Ji et al. (Ji et al., 2020) proposed

a Two-stage Clustering Method to trained the network only using reliable samples.

Without using an additional clustering algorithm, Wang et al. (Wang and Zhang,

2020) formulated re-ID as a multi-label classification task by generating pseudo la-

bels via similarity measurement. Based on the MLCReID, Tang et al. (Tang and Jo,

2021) leveraged the eligible neighbors as additional reference information to further

boost the model performance in ranking accuracy. Yang et al. (Yang et al., 2021) de-

signed a noise-tolerant loss function, which enables the model robust against noisy

pseudo labels. Generally, existing FUL-based re-ID researches mainly aim to design

an accurate pseudo label prediction method or a noise-robust loss function.

2.2.4 Pseudo Label Prediction

Based on the pseudo label prediction methods, unsupervised person re-ID can be

generally divided into two categories: clustering-based label prediction and similar-

ity measurement-based label prediction.

The core idea of clustering-based label prediction (Yang et al., 2021; Fan, Zheng,

and Yang, 2017; Ge, Chen, and Li, 2020) is that they perform a clustering algorithm

on Convolutional Neural Network (CNN) features to generate pseudo labels for

training. Clustering-based methods pull samples close to their class centroids. Fan

et al. (Fan, Zheng, and Yang, 2017) proposed a progressive unsupervised learning

(PUL) method, which can be seen as an original clustering-based re-ID work. They

iterated clustering and fine-tune CNN step by step until convergence. Because the

clustering results may noisy, subsequent researches (Yang et al., 2021; Ge, Chen, and

Li, 2020; Ji et al., 2020) mainly focus on refining noisy labels.

The core idea of similarity measurement-based label prediction (Zhong et al.,

2019; Lin et al., 2020; Wang and Zhang, 2020) is that they estimate similarities among
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samples to select positive samples for training. Similarity measurement-based meth-

ods pull samples close to their near neighbors. The existing methods selected pos-

itive samples based on some fixed rules. ECN (Zhong et al., 2019) is the original

similarity measurement-based re-ID method. ECN (Zhong et al., 2019) and SSL (Lin

et al., 2020) selected k-Nearest Neighbors (k-NN) of each image as its positive sam-

ples. Subsequently, MLCReID (Wang and Zhang, 2020) proposed to select positive

samples using a pre-defined and fixed similarity threshold t.

The existing researches only focus on one of the pseudo label prediction methods.

As mentioned above, clustering-based and similarity measurement-based methods

lead the model to learn in different directions, and thus they can be complementary

to each other. This paper predicts clustering-based and similarity measurement-

based pseudo labels for each image simultaneously to train the model jointly to

achieve better performance.

2.2.5 Similarity Exploration

Exploring similarity correctly is critical to the re-ID performance. Supervised object

re-ID methods can use additional human pose labels (Zhou et al., 2020) or human

body part segmentation regions (Huang et al., 2020) to help model learn human

part similarity. However, these pre-annotated auxiliary labels are unknowable in

the unsupervised learning task.

In order to boost model learning discriminative features without human part la-

bels, several methods, including supervised method in (Fu et al., 2019a), UDA-based

unsupervised method Self-Similarity Grouping (SSG) (Fu et al., 2019b), and FUL-

based unsupervised method Softened Similarity Learning (SSL) (Lin et al., 2020) ex-

plored the self-defined part-based self-similarities. The part-based methods (Fu et

al., 2019a; Fu et al., 2019b; Lin et al., 2020) split w f × h f × d global feature maps into

P horizontal stripes to compute P numbers of part-based self-similarities. In SSG (Fu

et al., 2019b), P = 2 are used for exploring the potential similarities of upper human

body and lower human body of unlabeled samples. They (Fu et al., 2019a; Fu et al.,

2019b; Lin et al., 2020) ignore a factor that the human region does not always locate

in the center of the image, as shown in Fig. 4(c). The human location variance makes

the inconsistency in each partition. Moreover, data augmentation strategies, such as
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random crop, random erasing, and random rotation, further increases human loca-

tion variance.
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Chapter 3

Proposed Fully Unsupervised

Object Re-identification

In this chapter, we first introduce the experimental datasets and evaluation Metrics

in Section 3.1. Then, the proposed methods are introduced. We focus on designing

three aspects of an object search system. First, a more effective and robust sam-

pling strategy, called Irregular Sampling (IS) is designed to avoid information leak-

age and training imbalance. Second, multiple pseudo labels refinement strategies

are proposed to mitigate the effects of label noise. Third, two learning strategies

are investigated and integrated to enforce instances centroid-towards learning and

neighborhoods-towards learning simultaneously. Fourth, instance-to-instance loss

functions and relative hard samples learning are designed.

3.1 Experimental Datasets and Evaluation Metrics

We evaluate the proposed method on the three large-scale and mainstream person

re-ID datasets and one vehicle re-ID dataset.

TABLE 3.1: DATASET STATISTICS. IDS: IDENTITIES. CAMS: THE
NUMBERS OF CAMERAS.

Dataset
IDs Images

Cams
Training Query Gallery Training Query Gallery

Market-1501 751 750 751 12,936 3,368 16,364 6
DukeMTMC-reID 702 702 1,110 16,522 2,228 17,661 8

MSMT17 1,041 3,060 3,060 32,621 11,659 82,161 15
VeRi-776 576 200 200 37,778 1,678 11579 20
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3.1.1 Person re-ID datasets

Every person re-ID datasets consist of three subsets, including a training set, a query

set, and a gallery set. The number of identities (IDs) and images in the two datasets

are reported in Table 3.1. The training set is used for training, and both the query

and gallery sets are used for testing. The identities of the training set are different

from the query and gallery sets.

Market-1501 (Zheng et al., 2015b) (Market) has 6 cameras and 32,668 person im-

ages of 1,501 identities in total. 751 identities with 12,936 images are used for train-

ing, and 750 identities with 19,732 images are used for testing.

DukeMTMC-reID (Zheng, Zheng, and Yang, 2017; Ristani et al., 2016) (Duke)

has 8 cameras and 36,411 person images of 1,404 identities in total. 702 identities

with 16,522 images are used for training, and 702 identities with 19,889 images are

used for testing.

MSMT17 (Wei et al., 2018b) (MSMT) is a person re-ID dataset, which has 15

cameras and 126,441 person images of 4,101 identities in total. 1,041 identities with

32,621 images are used for training, and 3,060 identities with 93,820 images are used

for testing.

3.1.2 Vehicle re-ID datasets

VeRi-776 (Liu et al., 2016) (VeRi) is a vehicle re-ID dataset, which has 20 cameras and

51,003 vehicle images of 775 identities in total. 576 identities with 37,778 images are

used for training, and 200 identities with 13,257 images are used for testing.

3.1.3 Evaluation Metrics

Two evaluation metrics are used to measure model performance. The first one is

Mean Average Precision (mAP) (%), which is the average value of Average Preci-

sion (AP) over all query images. AP is the area under the precision-recall curve.

Another evaluation metric is the Cumulative Matching Characteristic (CMC) curve.

The CMCs (%) of Rank-1 (R-1), Rank-5 (R-1), and Rank-10 (R-1) are reported, which

represents the probability of top-1, top-5, and top-10 ranked gallery samples con-

taining the query identity, respectively.
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3.2 Improved Unsupervised Object Re-identification via Ir-

regular Sampling

Recent works show that self-supervised momentum contrastive learning is an ef-

fective method for unsupervised object re-ID, but they neglect to optimize one im-

portant component - the sampling strategy. Here we introduce a more effective and

robust sampling strategy, called Irregular Sampling (IS).

The purpose of the sampling strategy is to split a whole dataset into mini-batches

for training. Instance discrimination tasks (He et al., 2019; Wu et al., 2018; Silva, 2020)

used random sampling, which treats each instance as a single class and samples P =

1 numbers of instance in each mini-batch. Random sampling results in a bad per-

formance in re-ID task because of lack of intra-/inter-class learning (Ge et al., 2020;

Han et al., 2021b). State-of-the-art re-ID methods (Ge et al., 2020; Chen, Lagadec,

and Bremond, 2021) performed triplet sampling to perform intra-/inter-class learn-

ing and achieved impressive performance. Triplet sampling (Schroff, Kalenichenko,

and Philbin, 2015; Han et al., 2021b) samples a fixed number P > 1 of same identity

instances in each mini-batch. Therefore, small clusters need to be sampled repeatly

to ensure P instances in each mini-batch. Here we found out and demonstrated

that triplet sampling harms the network performance because 1) same patterns in

a mini-batch leads model over-fitting and 2) selecting repeat samples introduces an

imbalanced problem between small and large clusters. Therefore, we introduce a

more effective and robust sampling strategy - Irregular Sampling (IS).

Extensive experiments are performed on one vehicle re-ID dataset and two main-

stream person re-ID datasets.

3.2.1 Related works of Sampling Strategy

Instead of designing learning frameworks or loss functions, recent works (Han et

al., 2021b; Wu et al., 2017) showed that sampling strategies also play an important

role in model performance. Random sampling is a widely used, simple and suitable

sampling strategy for self-supervised instance discrimination task (Wu et al., 2018;

He et al., 2019; Silva, 2020). Random sampling randomly selects samples from the
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tering results. The encoder is fine-tuned according to C via centroids-
towards learning, and the momentum encoder is updated by the en-

coder by momentum update in (He et al., 2019).
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whole dataset to form each mini-batch, because the instance discrimination task con-

siders each image as a distinct class for enforcing inter-class contrasting learning, as

illustrated in Figure 3.2.

Random sampling is also adopted in early re-ID works (Wang and Zhang, 2020;

Tang and Jo, 2021; Zhong et al., 2019), however, it can not achieve satisfying perfor-

mance. Random sampling can not ensure that every mini-batch contains inter-class

samples. Random sampling leads to deteriorated over-fitting and harms the object

re-ID performance because of neglecting intra-class learning (Ge et al., 2020; Han

et al., 2021b).

Therefore, recent researches (Ge et al., 2020; Ge, Chen, and Li, 2020; Wang et al.,

2021; Xuan and Zhang, 2021a; Chen, Lagadec, and Bremond, 2021; Hu, Zhu, and He,

2021) adopted triplet sampling in re-ID task. They first roughly classify all samples

into clustered inliers or unclustered outliers by clustering algorithm DBSCAN (Ester

et al., 1996) or k-means. Then, P numbers of same class instances are selected to

form mini-batch, intra-class and inter-class learning are perfromed simultaneously

in every training iteration. Subsequently, Han et al. (Han et al., 2021b) proposed

a Group Sampling strategy by addressing the deteriorated over-fitting problem in

triplet sampling.

3.2.2 Proposed Method

In this section, we first introduce the fully unsupervised object re-ID architecture

with the centroids-towards learning. Then, we will describe the proposed sampling

strategy - Irregular Sampling (IS).

Centroids-towards learning

The objective of our work is to obtain a superior re-ID network, which can produce

similar features for the same identity and produce distinct features for different iden-

tities. To achieve this goal, momentum contrast learning architecture MoCo (He et

al., 2019) with InfoNCE loss (Oord, Li, and Vinyals, 2018) is used as the baseline

to enforce centroids-towards learning. The framework of the proposed method is

illustrated in Figure 3.1.
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The encoder and the momentum encoder are used to generate representations of

instances and cluster centroids, respectively. We denote parameters of the Encoder

as θe, and parameters of the Momentum Encoder as θme. θe is updated in each train-

ing iteration by gradient back-propagation. The momentum encoder, served as a

robust encoder, updated by θe with a momentum coefficient m after every iteration

as follows,

θme = mθme + (1−m)θe (3.1)

Before each training epoch starts, given an unlabeled training dataset X = {x1, ..., xN},

all images representations Fme = { fme,1, ..., fme,N} are extracted by the momentum

encoder. Then, unsupervised dense-based clustering algorithm DBSCAN (Ester et

al., 1996) clusters Fme into NC numbers of clusters. After that, cluster centroids

C = {c0, ..., cNC} are computed as the mean vector of all instances in the cluster. This

clustering results are also used to split X into mini-batches by irregular sampling.

In each training iteration, given an irregular sampled mini-batch B, Fe = { fe,1, ..., fe,NB}

are extracted by the encoder as representations of instances.

To pull intra-class instances close to their corresponding centroids and push

other centroids away, the loss of centroids-towards learning LC of an instance is

designed based on InfoNCE loss (Oord, Li, and Vinyals, 2018) as follows,

LC = −log
exp( fe,i · c+)/τ

exp( fe,i · C)/τ
(3.2)

, where fe,i · c+ computes the distance between the instance xi and its corresponding

cluster centroid c+, where c+ ∈ C. fe,i · C represents distances among xi and all

cluster centroids. τ is the temperature hyper-parameter.

Proposed Irregular Sampling Strategy

The MoCo-based self-supervised contrastive learning framework (He et al., 2019) is

adopted as the baseline framework in this work, as shown in Figure 3.1. Before every

training epoch, unsupervised cluster algorithm DBSCAN (Ester et al., 1996) is used

to roughly cluster every samples in the whole dataset into C = {c1, ..., cNc} classes.

Nc denotes the numbers of clusters. Then, generated ci fine-tunes the encoder model

iteration by iteration until convergence.
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The purpose of the sampling strategy is to split a whole dataset X into mini-

batches {B1, ..., BNB} for contrastive training batch by batch. NB denotes the num-

bers of batches, NB = |X|
|Bi | . Previous works (Ge et al., 2020; Chen, Lagadec, and

Bremond, 2021; Xuan and Zhang, 2021a; Yang et al., 2021; Wang et al., 2021) uti-

lized triplet sampling to enforce intra-class and inter-class learning simultaneously

in every training iteration by sampling P numbers of same class samples in every

mini-batch, as illustrated in Figure 3.2 (b). Different colors represent samples hav-

ing different ci classes. We denote the samples within the same cluster/class of ci

as I(ci), and the numbers of samples in I(ci) is represented as |I(ci)|. If there is a

large cluster (|I(ci)| ≥ P), only P instances are sampled. If there is a small cluster

(|I(ci)| < P), instances will be repeatedly sampled. P is a hyper-paremeter, which

plays an important role in model performance. (Han et al., 2021b) demonstrated

that larger P brings benefits in Memory-based re-ID framework by strengthening

statistical stability of each class in a mini-batch. However, we found out that larger

P harms model performance in MoCo-based re-ID framework, especially in P = 16.

To investigate the impact of P in the MoCo-based unsupervised re-ID frame-

work, we perform experiments and report the results in Figure 3.3. With the increase

of P, triplet sampling harms the model performance consistently in three datasets,

especially in P = 16. The dramatically declines are caused by the resampling in

triplet sampling in two ways: 1) information leakage within a batch, and 2) training

imbalance between small and large clusters.

Information leakage within a batch. Repeatedly sampling in triplet sampling

brings same and repeat patterns in a mini-batch, hence the model may learn to ex-

ploit such simple and repeat mini-batch information instead of learning correct rep-

resentations 3.3. A perturbation factor σp ∼ N(0, 0.5) is added P to disturb the

patterns in a mini-batch. More specifically, P + σp same class samples are sampled

in every mini-batch. Figure 3.3 shows that the triplet sampling with perturbation

factor makes good re-ID results in P = 16.

Training imbalance between small and large clusters. As mentioned in above,

triplet sampling resamples samples from small cluster (|I(ci)| < P) to form every

mini-batch. Therefore, samples from smaller clusters have a higher proportion of

updated than samples from large clusters in every training iteration. To investigate
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the impact of this imbalance problem, we further perform experiments “triplet sam-

pling + w/o resampling” in Figure 3.3. Without resampling from clusters, the steady,

continued and consistent performance rise is observed with the increase of P.

The experimental results demonstrate the negative effect of resampling opera-

tion in triplet sampling. It is interesting to observe that without resampling indi-

rectly breaks the same pattern in a mini-batch, as shown in Figure 3.2 (c). Therefore,

here we introduce a simple but robust sampling strategy, called Irregular Sampling

(IS). Different from triplet sampling, IS selects |I(ci)| numbers of instances for small

clusters to avoid repeated sampling.
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FIGURE 3.3: The model performance of different sampling strategies
in different P. The X-axis represents different numbers of positive
samples P, and Y-axis represents the model performance. Graphs in
the first-row report performance in mAP (%), and the second-row re-
port performance in Rank-1 (%). Graphs in different columns report

performance on different datasets.

investigate and analyze the performances of the current sampling strategy in dif-

ferent numbers of positive samples in a mini-batch under the same learning frame-

work and loss function, then we proposed a more effective and robust sampling

strategy - Irregular Sampling (IS).

3.2.3 Experiments

Datasets and Evaluation Metrics

We evaluate the proposed method on three large-scale and mainstream datasets, i.e.,

one vehicle re-ID datasets, and two person re-ID datasets. The details are mentioned
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Method
Market-1501 MSMT17

mAP Rank-1 mAP Rrank-1
BUC (Lin et al., 2019) 29.6 61.9 - -

HCT (Zeng et al., 2020) 56.4 80.0 - -
MMCL (Wang and Zhang, 2020) 45.5 80.3 11.2 35.4

DSCE (Yang et al., 2021) 61.7 83.9 15.5 35.2
SpCL (Ge et al., 2020) 79.1 88.1 19.1 42.3

CAP (Wang et al., 2021) 79.2 91.4 36.9 67.4
GS (Han et al., 2021b) 79.2 92.3 24.6 56.2

ICE (Chen, Lagadec, and Bremond, 2021) 82.3 93.8 38.9 70.2
CCL (Dai et al., 2021) 82.1 92.3 27.6 56.0

HHCL (Hu, Zhu, and He, 2021) 84.2 93.4 - -
Ours (w/ IS) 83.4 93.9 40.2 71.3

TABLE 3.2: Experimental results of our proposed method and other
fully unsupervised re-ID methods on two person re-ID datasets. The

top result is highlighted in bold.

in Section 3.1.1 and Section 3.1.2. Two evaluation metrics are mentioned in Section

3.1.3

Implementation Details

ImageNet pre-trained ResNet-50 is used as the encoder and the momentum encoder.

A batch normalization layer and an L2-normalization layer are added after the last

global pooling layer of ResNet-50 to generate 2048-dimensional features. The input

images are resized to 256× 128× 3. The size of training mini-batch Nb is 32. The

network is trained by the Stochastic Gradient Descent (SGD) with a learning rate

of 0.00055, 50 epochs in total. Hyper-parameters m = 0.999, τ = 0.05, are used in

all experiments for fair comparisons. Other hyper-parameters are selected for each

datasets for achieving the best performance. In VeRi-776, P = 20 and τc = 0.15. In

Market-1501, P = 16 and τ = 0.1. In MSMT17, P = 8 and τ = 0.1. The model

performance with different hyperparameters are reported in Figure 3.3. The experi-

ments are performed on one NVIDIA Titan 1080Ti GPU with 11 GB of memory. The

total training time is around 3 hours on Market-1501, and 6 hours on MSMT17 and

VeRi-776.
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Method
VeRi-776

mAP R-1
SSML (Yu and Oh, 2021) 26.7 74.5

SpCL (Ge et al., 2020) 36.9 79.9
Ours (w/ IS) 39.9 85.2

TABLE 3.3: Experimental results of our proposed method and other
fully unsupervised re-ID methods on vehicle re-ID datasets VeRi-776.

Comparisons with The State-of-the-Arts

The comparisons with the state-of-the-arts fully unsupervised methods on one vehi-

cle re-ID dataset VeRi-776 in Table 3.3. We obtain mAP= 39.9% and Rank-1 = 85.2%,

which considerably outperforms SpCL (Ge et al., 2020). The superior performance

indicates the effectiveness of our proposed Irregular sampling.

Comparisons are also performed in two person re-ID datasets, i.e., Market-1501

and MSMT17, which are reported in Table 3.3. On Market-1501, our method achieves

the best performance with mAP= 83.4% and Rank-1 = 93.9%. Compared to the best

MoCo-based re-ID method IC, our method achieves good and competitive results.

Specifically, our method outperforms ICE by 1.3% in mAP and 2.5% in Rank-1 in the

largest and most difficult person re-ID datasets MSMT17.

3.2.4 Ablation Studies

Effectiveness of Irregular Sampling

We illustrate the model performance using triplet sampling and our proposed irreg-

ular sampling with different numbers of instances P in Figure 3.3. It can be observed

that P plays an important role in model performance. Small or large P indicates less

or more instances belonging to the same class are selected in mini-batches, respec-

tively. With the increase of P in triplet sampling, the model performance is increased

first and then decreased rapidly. The performance increase is because selecting more

positive instances helps the model learn more intra-class information and brings

more statistical stability (Han et al., 2021b). However, selecting more positive in-

stances also causes a more serious imbalanced situation between small clusters and

large clusters because more small clusters are re-sampled.
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Method mAP Rank-1
Random Sampling 55.3 76.5

Group Sampling ‡ (Han et al., 2021b) 76.0 91.0
Irregular Sampling 83.4 93.9

TABLE 3.4: Ablation study on different sampling methods. ‡ de-
notes results are obtained by our experiments using publicly avail-

able source code.

The above situation is not be observed after we remove the re-sampling opera-

tion. The performances do not decrease rapidly with the increase of P in irregular

sampling. The experiments show that irregular sampling is a more effective and

robust sampling strategy than triplet sampling.

We further compare our proposed irregular sampling with random sampling (He

et al., 2019) and group sampling (Han et al., 2021b) in Table 3.4. It can be clearly seen

that random sampling has poor performance because it does select multiple posi-

tive instances in mini-batches, leading the model to neglect intra-class information.

Group sampling can not achieve satisfying performance because it is designed based

on Memory Bank architecture (Ge et al., 2020; Wu et al., 2018). Table 3.4 shows that

group sampling is not suitable in MoCo-based architecture. Finally, irregular sam-

pling achieves the best performance in MoCo-based architecture.

3.2.5 CONCLUSIONS

In this work, we proposed a fully unsupervised object re-ID method, which can be

trained without using any labeled information. The existing sampling strategies are

investigated and compared. Based on the drawbacks of existing methods, we pro-

pose an effective and robust sampling strategy - irregular sampling. Experimental

results on one vehicle and two person re-ID datasets show the effectiveness of the

proposed methods.
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3.3 Unsupervised Person Re-identification via Mining Label

Homogeneity

3.3.1 Introduction

To make unsupervised training possible, the model needs to self-generate pseudo

labels by clustering algorithm (Lin et al., 2019; Fu et al., 2019b; Zhang et al., 2019) or

exemplar memory-based algorithm(Wang and Zhang, 2020; Zhong et al., 2019). Un-

like human-annotated labels used in supervised learning, the self-generated pseudo

labels contain noisy labels that substantially hinder the model’s capability because

the network learns to extract discriminative features based on these pseudo labels.

Therefore, unsupervised person re-ID performance still significantly falls behind the

supervised person re-ID (Zhou et al., 2019; Zhou et al., 2020; Huang et al., 2020).

Consequently, the key to improving the unsupervised person re-ID model per-

formance is to generate high-quality pseudo labels which can represent the unla-

beled data domain distribution. Several studies (SML; Wang and Zhang, 2020; Fu

et al., 2019b; Zhang et al., 2019; Zhong et al., 2019; Wei et al., 2018a; Zhong et al.,

2018; Qi et al., 2019; Jiang et al., 2020; Li et al., 2019b) transferred knowledge from

a labeled source dataset to an unlabeled target dataset by transfer learning, thereby

learning better image representation. Subsequently, a fully unsupervised method

MMCL (Wang and Zhang, 2020) formulated unsupervised person Re-ID as a multi-

label classification task and achieved good re-ID performance. MMCL did not re-

quire any manually labeled dataset and learn re-identification information only from

unlabeled images, thus it is easily deployed to a new scenario.

In fact, after the networks can roughly capture the training data distribution and

predict pseudo labels, the predicted pseudo labels also can be served as auxiliary

labels. In this study, we mine the relations among generated pseudo labels and use

them as additional supervisions for an unlabeled image to further refine noisy labels.

We construct an Pseudo Label Memory (PLM) for storing the up-to-date generated

pseudo labels Ŷ = {y1, y2, ..., yn} of all images in X = {x1, x2, ..., xn}. With the help of

PLM, we inquire two auxiliary labels based on two discovered underlying relations,

i.e, Symmetric Homogeneity (S) and Neighbor Homogeneity (N), thereby refining

the main label. Figure 3.4 shows our re-ID framework SNNet which optimizes the
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FIGURE 3.4: The framework of our proposed SNNet. The black
line indicates the baseline network. Apart from the predicted main
pseudo label yi, we proposed an auxiliary module to seek auxiliary
labels ysym

i and ynh
i as additional supervisions to optimize the net-

work.

network F (·) under the joint supervisions of main pseudo label yi and two auxiliary

pseudo labels ysym
i and ynh

i . Different from training several student networks collab-

oratively and mutually in deep mutual learning (Zhang et al., 2018), our proposed

SNNet framework trains one single network via labels of different samples, thereby

training different samples mutually.

Based on the above aspects, we propose a fully unsupervised person re-ID train-

ing strategy. The contributions could be summarized as three-fold. (1) We discov-

ered two underlying label homogeneity constraints in the exemplar memory-based

person re-ID method. (2) To make the network learn two label homogeneities possi-

ble, we design an unsupervised mutual label learning framework, which optimizes

the network under the joint supervisions of main pseudo labels and auxiliary la-

bels. (3) The proposed fully unsupervised person re-ID framework SNNet shows

exceptionally strong performances.

3.3.2 Proposed Method

Our proposed re-ID framework is shown in Figure 3.4. The model is mainly di-

vided into two parts: the baseline network and the proposed auxiliary module. The

baseline network is the general exemplar memory-based re-ID network (Wang and

Zhang, 2020). Given a unlabeled dataset X = {x1, x2, ..., xn}, the baseline network

computes the similarity score si to seek main pseudo label yi for each image xi ∈ X.



Chapter 3. Proposed Fully Unsupervised Object Re-identification 26

�{�|�=�}

��

��

��

�{�|�=�}:

�{�|�=�}
 �s

�{�|�=�}
 �� 

�

�

�

�

�

1

1

1

−11−1

−1 −1

−1

−1

1

−1 −1 −1

−1−1−1

1 −1 −1

Pseudo Label Memory (PLM)

��

1 : Positive       0 : Negative Main Label Auxiliary Lables

FIGURE 3.5: The illustration of pseudo label memory (PLM). n = 5 is
assumed in this figure. Ideally, yi = ysym

i because of symmetric ho-
mogeneity constrain, and yi = ynh

i because of neighbor homogeneity
constrain.

Unlike the human-annotated label, generated main pseudo label yi contain the noisy.

To mitigate the effects of noisy pseudo labels, we propose an auxiliary module that

seeks two auxiliary pseudo labels ysym
i and ynh

i to optimize the neural network with

yi jointly.

Subsequently, we first introduce the fully unsupervised object re-ID baseline ar-

chitecture with the centroids-towards learning. Then, we will describe the proposed

auxiliary module.

The Baseline Network

Given a set of unlabeled person images {x1, x2, ..., xn} ∈ X, the d-dimensional feature

fi of xi are extracted by backbone network F (·) to form the exemplar memoryM. n

is the number of images in X. The size ofM is n× d. UsingM, the cosine similarity

between xi and the other image xj ∈ X can be computed as,

si[j] = fi × f⊤j , j = 1, ..., n. (3.3)

where si is an n-dimensional vector, range in [−1, 1]. Based on si, the Memory-based

Positive Label Prediction (MPLP) (Wang and Zhang, 2020) is used to predict the

main pseudo multi-class label yi for xi.

In each training iteration, yi is predicted and used to fine-tune the model until
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convergence. The Memory-based Multi-label Classification Loss (MMCL) (Wang

and Zhang, 2020) is used in baseline network to directly regress similarity score si to

yi as follows:

Lbaseline = ∥si − yi∥2 (3.4)

Auxiliary Module

The re-ID model trained only with yi is usually sensitive to the noise in yi, which

hinders the feature learning in F (·). To mitigate the effects of noisy pseudo labels,

we proposed the auxiliary module, which seeks two auxiliary labels by investigat-

ing two underlying constraints in PLM, i.e., symmetric homogeneity and neighbor

homogeneity. Ideally, the generated main label and two auxiliary labels should be

the same because of two homogeneity constraints. Based on them, we design a mu-

tual label learning training strategy to enforce one single network mutual training

with different labels.

Pseudo Label Memory (PLM): To mine the generated labels relation on the whole

dataset, the Pseudo Label Memory (PLM) is first constructed in this paper for storing

the up-to-date main pseudo labels Ŷ = {y1, y2, ..., yn} of all images in X. The PLM

is notated as P , contains n slots, in which each slot storing a n-dimensional pseudo

label yi. Therefore, the size of PLM is n × n. It is noteworthy that our proposed

PLM is different with exemplar memoryM in (Zhong et al., 2019; Wang and Zhang,

2020),M is used to store the up-to-date features of all images in X. An illustration

of PLM is shown in Figure 3.5 which assumes n = 5.

To store and inquire up-to-date labels for all images, PLM is updated using gen-

erated yi in every training iteration through,

P [i]← yi (3.5)

Symmetric Homogeneity: Ideally, two images xi and xj should be mutual posi-

tive samples or mutual negative samples for each other. However, because the net-

work is updated in each iteration based on the input batch size, the xi and xj might

not be predicted as mutual positive or negative samples if they are fed-forward into
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Algorithm 1: SNNet Algorithm

1 xi: Input image in unlabeled dataset X Initialize weighting factors λsym and
λnh

2 Initialize P by identity matrix with size n× n
3 for epoch in [1, num_epochs] do
4 for iter in [1, num_iter] do
5 1. Predict yi for input image xi

6 2. Inquire ysym
i from P based on symmetric homogeneity

7 3. Inquire ynh
i from P based on neighbor homogeneity

8 4. Update P using predicted pseudo labels yi
9 5. Joint update F (·) by the loss function Equation 3.10

the network in a different iteration. To effectively avoid the asymmetric error am-

plification, we seek auxiliary symmetric label ysym
i of image xi to enforce symmetric

constraint into the network via our proposed mutual label learning strategy.

An illustration of the symmetric homogeneity of labels is shown in Figure 3.5.

The main pseudo label y{i|i=2} of x{i|i=2} is save in PLM. The auxiliary symmetric

label of yi is inquired from PLM as follows,

ysym
i = P [:, i] (3.6)

If there is no noisy pseudo labels, P is a symmetric matrices; in other words, yi =

ysym
i , ideally. We utilize the symmetric constraint of generated pseudo label yi in P

to mitigate the effects of noisy pseudo labels by also regressing similarity score si to

ysym
i as follows:

Lsym =
∥∥∥si − ysym⊤

i

∥∥∥2
(3.7)

Neighbor Homogeneity: For an image xi ∈ X, there may have another image xe

in X share same multi-class label with xi. We aim to seek the xe and exploit its main

pseudo label ye as an auxiliary label of xi to further mitigate the effects of noise in

yi. To achieve this objective, we find the nearest neighbors of xi according to the

similarity between xi and other images in X. The image share the highest similarity

with xi is the nearest neighbor of xi. Then, we define the indexes of the nearest

neighbor as e. Ideally, the predicted labels of xi and its nearest neighbor xe are same.

Based on this constraint, we utilize the main label of xe as the auxiliary neighbor

label ynh
i of image xi to enforce neighbor homogeneity constraint into the network

via our proposed mutual label learning strategy. The ynh
i is inquired from PLM as
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TABLE 3.5: Comparison with other fully unsupervised person re-ID
methods on Market-1501 and DukeMTMC-ReID Dataset. “*”: Base-
line method, reproduced by us based on the authors’ code. “↑”: Re-
sults that outperforms baseline. Results that surpass all methods are

bold.

Method Reference
Market Duke

R-1 mAP R-1 mAP
CAMEL (Yu, Wu, and Zheng, 2017) ICCV17 54.5 26.3 - -
DECAMEL (Yu, Wu, and Zheng, 2020) TPAMI18 60.2 32.4 - -
BUC (Lin et al., 2019) AAAI19 66.2 38.3 47.4 27.5
DBC (Ding, Khan, and Tang, 2019) BMVC19 69.2 41.3 51.5 30.3
SSL (Lin et al., 2020) CVPR20 71.7 37.8 52.5 28.6
MMCL* (Resnet-50) CVPR20 79.1 44.1 63.6 39.0
MMCL* (OSNet) CVPR20 80.3 45.0 66.3 41.9
SNNet (Resnet-50) Ours 80.2↑ 48.3↑ 66.1↑ 41.5↑
SNNet (OSNet) Ours 85.1↑ 58.3↑ 69.2↑ 46.7↑

follows,

ynh
i = P [e] (3.8)

An illustration of auxiliary neighbor label ynh
i is shown in Figure 3.5. Apart from

the yi and ysym
i , We further mitigate the effects of noisy pseudo labels by regressing

similarity score si to ynh
i as follows:

Lnh =
∥∥∥si − ynh

i

∥∥∥2
(3.9)

Overall Loss

Different from training several student networks collaboratively and mutually in

deep mutual learning (Zhang et al., 2018), our proposed mutual label learning trains

one single network F (·) via the main pseudo label yi and two auxiliary labels in a

collaborative training manner.

The overall loss is the summation of Lbaseline, Lsym, and Lnh, which combines

Equation 3.4, Equation 3.7, and Equation 3.9 and is formulated as,

L =
1
η
(λbaseLbaseline + λsymLsym + λnhLnh) (3.10)

where λbase, λsym and λnh are the weighting parameters of Lbaseline, Lsym and Lnh. η is

the normalized parameter, η = (λbase + λnh + λsym) to keep the scale of the gradient

of loss = 1.0. Our model update steps are summarized in Algorithm 1.
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TABLE 3.6: Methods comparison when tested on Market-1501 and
DukeMTMC-reID. Baseline: Baseline model trained with main
pseudo labels. S: Auxiliary symmetric labels ysym

i . N: Auxiliary
neighbor label ynh

i .

Method
Market-1501 DukeMTMC-reID

R-1 R-5 R-10 mAP R-1 R-5 R-10 mAP
Baseline 80.3 89.9 93.0 45.0 66.3 77.7 81.1 41.9
Baseline + S 83.8 91.3 93.8 49.0 67.5 78.5 81.8 44.1
Baseline + S + N 85.1 92.6 94.3 58.3 69.2 79.6 83.2 46.7

3.3.3 Experiments Setting

Datasets and Evaluation Metrics

We evaluate the proposed method on two large-scale and mainstream datasets, i.e.,

Market-1501 (Zheng et al., 2015b) (Market) and DukeMTMC-reID (Zheng, Zheng,

and Yang, 2017; Ristani et al., 2016) (Duke). The details are mentioned in Section

3.1.1 and Section 3.1.2. Two evaluation metrics are mentioned in Section 3.1.3.

Implementation Details

The experiments are performed using one NVIDIA GeForce Titan 1080Ti GPU with

11 GB of memory. The experiments are implemented on PyTorch. The Resnet-50 (He

et al., 2016) and OSNet (Zhou et al., 2019) is adopted as the backbone network. Fol-

lowing the previous works (Zhong et al., 2019; Wang and Zhang, 2020), we remove

the subsequent layers after the pooling-5 layer and add a batch normalization layer.

The backbone network is pre-trained on ImageNet (Deng et al., 2009). During train-

ing, the initial learning rate is 0.1. The learning rate is divided by ten after 30 epochs.

The training batch size is 128 with ResNet-50, and 64 with OSNet backbones because

of the limited memory of the GPU. The network is trained in an end-to-end fashion

by the Stochastic Gradient Descent (SGD). The weighting parameters λsym = 1.0,

λsym = 0.8 and λnh = 0.6 are set for achieving the best performance.
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TABLE 3.7: Evaluation with different values of λsym.

λsym Market-1501 DukeMTMC-reID
R-1 R-5 R-10 mAP R-1 R-5 R-10 mAP

0.0 (baseline) 80.3 89.9 93.0 45.0 66.3 77.0 81.5 41.9
0.2 81.9 90.9 93.4 47.6 66.9 77.8 82.1 42.6
0.4 82.2 91.1 93.3 49.6 67.1 77.5 80.9 43.3
0.6 82.9 90.6 93.2 49.3 67.5 78.2 82.2 43.5
0.8 83.8 91.3 93.8 49.0 67.5 78.5 81.8 44.1
1.0 83.5 91.2 93.2 50.2 66.1 77.5 81.8 42.8

3.3.4 Experiments Results

Comparison with Other Methods

As shown in Table 3.5, we compare our proposed SNNet with other fully unsu-

pervised methods with ResNet-50 (He et al., 2016) and OSNet (Zhou et al., 2019)

backbones. We do not compare our method with the UDA-based methods, because

UDA-based methods still required a labeled source dataset which is not the fully un-

supervised method. The weighting parameters λsym = 1.0, λsym = 0.8 and λnh = 0.6

are set in Table 3.5 for achieving the best performance.

MMCL* (Wang and Zhang, 2020) is the baseline approach in here which is re-

produced by us based on the authors’ code. Compared to the baseline, the proposed

SNNet improves the model performance with ResNet-50 and OSNet on two datasets

consistently. More specifically, on DukeMTMC-reID, 2.7% Rank-1 and 2.9% mAP

improvements with ResNet-50 backbone, and 3.1% Rank-1 and 5.2% mAP improve-

ments with OSNet backbone are observed. The results indicate the importance of

our proposed two label homogeneity constraints. Moreover, the proposed SNNet

achieves the best performance among the compared methods with ResNet-50 and

OSNet on Market-1501 and DukeMTMC-reID. The superior performance with dif-

ferent backbones indicates the robustness and effectiveness of our designed mutual

label learning structure.

Ablation Studies

In this section, we evaluate each components in SNNet by conducting ablation stud-

ies on Market-1501 and DukeMTMC-reID with OSNet (Zhou et al., 2019) backbones.
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TABLE 3.8: Evaluation with different values of λnh.

λnh Market-1501 DukeMTMC-reID
R-1 R-5 R-10 mAP R-1 R-5 R-10 mAP

0.0 (baseline) 80.3 89.9 93.0 45.0 66.3 77.0 81.5 41.9
0.2 84.8 91.7 94.1 55.7 69.2 79.8 83.0 46.1
0.4 82.8 90.6 92.8 55.2 68.6 78.5 82.2 45.7
0.6 80.1 88.7 91.9 51.7 69.1 79.7 81.8 46.2
0.8 80.3 89.3 91.6 51.4 68.8 79.5 82.5 46.0
1.0 78.5 88.2 91.1 50.5 69.1 79.8 83.3 46.7

Effectiveness of Mutual Label Learning: we conduct ablation studies to investi-

gate the effectiveness of the proposed mutual label learning in Table 3.6. The weight-

ing parameters λsym = 1.0, λsym = 0.8 and λnh = 0.6 are set in Table 3.6 for achieving

the best performance. First, we report the result of the baseline network as “Base-

line” in Table 3.6, which not incorporates auxiliary labels into the training. Our

proposed “Baseline + S” and “Baseline + S + N” consistently improve the results

over “baseline”, e.g., from baseline 80.3% to 85.1% in rank-1 and 45.0% to 58.3% on

Market-1501, and 66.3% to 69.2% in rank-1 and 41.9% to 46.7% on DukeMTMC-reID.

The results demonstrate the proposed mutual label learning with auxiliary labels is

an effective way to improve the re-ID model performance, and the necessity of high-

quality pseudo labels in the unsupervised person re-ID task.

Effectiveness of Symmetric Homogeneity: In Table 3.7, we compare different val-

ues of λsym by keeping λnh = 0.0 in Equation 3.10 for analyzing the effect of sym-

metric homogeneity to baseline network. When λsym = 0.0, the re-ID model is only

trained with main pseudo labels yi. Comparing λsym = 1.0 to λsym = 0.0, we ob-

serve 3.2% Rank-1 and 5.2% mAP improves on Market-1501. Comparing λsym = 0.8

to λsym = 0.0, we observe 1.2% Rank-1 and 2.2% mAP improves on DukeMTMC-

reID. The improvements demonstrate the effectiveness of our proposed symmetric

homogeneity. We observe that higher λsym value achieves better result on Market-

1501. Different to Market-1501, we achieve best results on DukeMTMC-reID when

λsym = 0.8 rather than λsym = 1.0 because of over-fitting.

Effectiveness of Neighbor Homogeneity: Table 3.8, investigates the effect of neigh-

bor homogeneity in our method by varying λnh form 0.0 to 1.0 on both Market-1501

and DukeMTMC-reID datasets. We keep λsym = 0.0 in Equation 3.10 for analyzing

the effect of neighbor homogeneity to baseline network. Using auxiliary neighbor
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labels significantly boosts the performance on Market-1501 and DukeMTMC-reID,

e.g., from baseline 80.3% to 84.8% in rank-1 and 45.0% to 55.7% on Market-1501.

With the increasing of λnh, we observe the model is very easy to over-fitting. How-

ever, Comparing λnh = 1.0 to λnh = 0.0, we still observe improvements on both

Market-1501 and DukeMTMC-reID. The significant improvements demonstrate the

necessity of our proposed neighbor homogeneity constraint.

3.3.5 Conclusion

This paper introduces an exemplar memory-based fully unsupervised method for

person re-ID task via mining two underlying label homogeneities, symmetric homo-

geneity and neighbor homogeneity. We design a mutual label learning framework

to enforce two label homogeneities constraints into the network training by opti-

mizing the network under the joint supervision of the main pseudo label and two

auxiliary labels in every training iteration. The experiment results on Market-1501

and DukeMTMC-reID demonstrate the effectiveness of our approach.

3.4 Fully Unsupervised Person Re-Identification via Centroids

and Neighborhoods Joint Learning

3.4.1 Introduction

Based on the pseudo label prediction methods, unsupervised person re-ID can be

generally divided into Clustering-based Label Prediction (C-LP) (Yang et al., 2021;

Ge et al., 2020; Fan, Zheng, and Yang, 2017; Xuan and Zhang, 2021b; Ge, Chen, and

Li, 2020) and Similarity Measurements-based Label Prediction (SM-LP) (Zhong et

al., 2019; Lin et al., 2020; Wang and Zhang, 2020; Tang and Jo, 2021), where the C-LP

methods maintain state-of-the-art performance to date by introducing an additional

unsupervised clustering algorithm.

The core idea of C-LP is performing a clustering algorithm on Convolutional

Neural Network (CNN) features to generate pseudo labels for training. Fan et al.

(Fan, Zheng, and Yang, 2017) can be seen as an original work studying C-LP meth-

ods. They proposed a Progressive Unsupervised Learning (PUL) method to iterate
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clustering and fine-tune CNN step by step until convergence. Because the clustering

results may noisy, subsequent researches (Yang et al., 2021; Ge, Chen, and Li, 2020;

Ge et al., 2020; Xuan and Zhang, 2021b) mainly focus on refining noisy labels. Ge

et al. (Ge, Chen, and Li, 2020) first grouped the features into Mt classes by cluster-

ing algorithm k-means (Agarwal and Mustafa, 2004), then they trained the model

using the hard and soft pseudo-classes jointly to mitigate the effects of noisy labels.

Yang et al. (Yang et al., 2021) generated pseudo-classes by clustering algorithm DB-

SCAN (Ester et al., 1996), then it further proposed a Dynamic and Symmetric Cross-

Entropy loss (DSCE) to deal with noisy samples. In here, DBSCAN (Ester et al., 1996)

is adopted because of its strong robustness against noisy samples.

There are two weaknesses in C-LP that are valuable to discuss but were ignored

in the existing methods. (1) The intervals of the pseudo label prediction and model

optimization are out of sync. More specifically, the model parameters are updated

in every training iteration but label are predicted before every training epoch. This

asynchronism hinders the model’s performance because the model can not be up-

dated based on sync updated labels. (2) The intra-class inliers can not perform intra-

class differential learning because intra-class inliers share the same labels. As illus-

trated in Figure 3.6 (a), intra-class inliers are enforced class centroid-towards learn-

ing without considering neighborhood information. Moreover, how to deal with the

un-clustered outliers is still an open question.

To tackle the weaknesses of C-LP, we propose a Joint Label Prediction (Joint-LP)

to bound C-LP and SM-LP together to utilize the merits of SM-LP. Although SM-LP

(Zhong et al., 2019; Lin et al., 2020; Wang and Zhang, 2020) achieve poorer perfor-

mance than C-LP, SM-LP still enjoys three merits that are complementary to the C-

LP. (1) The intervals of the label prediction and model optimization are synchronous.

(2) the pseudo label of each sample is different to enforce samples learning towards

their own nearest neighbor. (3) SM-LP assigns the label for every sample includ-

ing the outliers. As illustrated in Figure 3.6 (b), every sample is enforced learning

towards their own nearest neighbor.

Moreover, we discover that the traditional Binary Cross Entropy (BCE) loss achieved

satisfying performance in supervised learning methods because of correct human-

annotated labels, but BCE loss achieves poor performance in unsupervised learning

methods because of extensive noisy pseudo labels. Therefore, to remedy this issue,
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FIGURE 3.7: General framework for FUL person re-ID methods.

we further propose a Rectified BCE (ReBCE) loss to make unsupervised training

with BCE loss possible by alleviating model excessive attention on noise.

Our contributions are summarized as three-fold. (1) We propose a Joint-LP method

to predict high-quality pseudo labels by utilizing complementarities between C-LP

and SM-LP. (2) We propose a ReBCE loss to avoid the model pay more attention to

noisy labels. (3) The proposed unsupervised person re-ID method achieves superior

person Re-ID performance under the FUL setting on two large-scale datasets.

To the best of our knowledge, this study is an original work studying and utiliz-

ing the complementarities between C-LP and SM-LP.
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3.4.2 Proposed Method

Framework Overview

The general framework for FUL person re-ID is shown in Figure 3.7. Given an un-

labeled person image x{i|i=1,2,...,n} ∈ X , d-dimensional feature fi are extracted by

backbone network F (·) to form the feature memoryM, f{i|i=1,2,...,n} ∈ M. i means

the index of the image, which is fixed throughout training process, and n is the total

numbers of images in X .M store features for all images in X , the size ofM is n× d.

Using M, the proposed label prediction method Joint-LP predicts the pseudo

label for every image in X . Finally, F (·) is optimized progressively with the pro-

posed ReBCE loss based on pseudo labels step by step. Consequently, the key to

improving model performance is to generate high-quality pseudo labels which can

represent the unlabeled data domain distribution.

Joint Label Prediction (Joint-LP)

To generate high-quality pseudo labels, we propose a Joint-LP in here. The structure

of Joint-LP is shown in Figure 3.8. The Joint-LP consists of three components: C-

LP, the proposed Dimension Increment pseudo-class Encoding method (DIE), and

SM-LP, which will be introduced one by one.

C-LP: The unsupervised clustering algorithm k-means (Agarwal and Mustafa,

2004) and DBSCAN (Ester et al., 1996) are widely used to generate pseudo labels in

recent studies. Following the previous works (Ge, Chen, and Li, 2020; Ge et al., 2020;
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Yang et al., 2021), DBSCAN is used in here because it has stronger robustness against

noisy samples. As illustrated in Figure 3.8, given the feature memoryM, DBSCAN

assigns pseudo-class c{i|i=1,2,...,n} for every image ∈ X before every training epoch.

DBSCAN assigns pseudo-class ci ≥ 0 to clustered inliers, and remains ci = −1 to

un-clustered outliers.

DIE Pseudo-class Encoding: The DBSCAN-based methods still face one chal-

lenge that the numbers of pseudo-classes keep changing during the whole training

process. The centroid-based clustering algorithm K-means (Agarwal and Mustafa,

2004) generates certain cluster centroids, therefore a Fully Connected layer (FC-

layer) can easily be adopted to output a probability vector for computing the cross-

entropy classification loss or triplet loss (Schroff, Kalenichenko, and Philbin, 2015)

as (Fan, Zheng, and Yang, 2017; Ge, Chen, and Li, 2020). However, the number

of pseudo-class predicted by DBSCAN (Ester et al., 1996) are constantly chang-

ing because DBSCAN only considers high-confident samples as clustered inliers.

To address this issue, we proposed a Dimension Increment pseudo-class Encoding

method (DIE) to equivalently encode 1-dimensional pseudo-class ci to n-dimensional

clustering-based pseudo label ycl
i . Then, n independent binary classifiers can be

adopted to compute loss functions easily.

The intuition of the proposed DIE is that, there may exist a number of inliers

sharing the same pseudo-class, DIE directly sets these samples as mutual positive

samples. For the inliers (ci ≥ 0), the ci is encoded to ycl
i using DIE as follows,

Inliers: ycl
i [j] =

 1 cj = ci

−1 cj ̸= ci;
i, j = 1, ..., n. (3.11)

If a sample xj has same pseudo-class with xi (cj = ci), the xj is a positive sample of

xi, therefore ycl
i [j] set to 1; Otherwise, ycl

i [j] = −1. For the outliers (ci = −1), DIE

encodes ci as follows,

Outliers: ycl
i [j] =

 1 j = i

−1 j ̸= i;
i, j = 1, ..., n. (3.12)

where each outlier can be trained as an individual class. This operation is repeated

until all samples in X are enumerated.
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Finally, we obtain n numbers of n-dimensional clustering-based pseudo label ycl
i

as illustrated in Figure 3.8. Our proposed DIE ensures equivalency between ci and

ycl
i , and the value in ycl

i points to the index of the samples that have the same pseudo-

class with xi in the meantime.

SM-LP: SM-LP methods (Zhong et al., 2019; Lin et al., 2020; Wang and Zhang,

2020) predicted positive labels by measuring the similarity among samples. Given

the feature memoryM, the similarity of image xi, notated as si, can be computed as:

si =M[i]×M⊤ (3.13)

where si is an n-dimensional vector. si[j] represents the similarity scores between xi

and the image x{j|j=1,...,n} ∈ X .

Existing positive sample selection strategies (Zhong et al., 2019; Lin et al., 2020;

Wang and Zhang, 2020) selected positive samples for xi based on its similarity si

using some fixed rules. We use the latest and best positive sample selection meth-

ods MPLP (Wang and Zhang, 2020). The MPLP (Wang and Zhang, 2020) used a

pre-defined similarity threshold t = 0.6 and the cycle consistency to select positive

neighbors for xi. Finally, the similarity measurement-based pseudo label ysm
i for xi

can be generated as:

ysm
i [j] =

1 if xj is a positive neighbor

−1 Otherwise.
(3.14)

where ysm
i is an n-dimensional vector. SM-LP assigns distinct pseudo labels ysm

i to

every sample.

Rectified Binary Cross Entropy (ReBCE) Loss

To simplify the expression, we use asterisk symbol “∗” to represent clustering-based

information and similarity measurement-based information. For example, L∗ can

represent the loss of ycl or ysm, and y∗ can represent ycl or ysm.

In supervised learning, the Binary Cross Entropy (BCE) loss with ground-truth

labels has been well studied in previous researches (Zhang and Zhou, 2014; Durand,

Mehrasa, and Mori, 2019). Inspired by (Feng et al., 2020), we discover that BCE loss
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poses a great challenge in unsupervised learning because of extensive noisy pseudo-

labels. The BCE loss of classifying image xi to its positive sample xj can be computed

as Equation 3.15. The gradient of L∗bce are represented as Equation 3.16,

L∗bce = −y∗i [j]× log(si[j]) (3.15)

∂L∗bce
∂θ

= −y∗i [j]×
1

si[j]
× ∂θsi[j] (3.16)

where θ means current network parameters. From Equation 3.15 and Equation 3.16,

we can see a factor in BCE loss that samples with smaller similarity si[j] → 0 are

weighted more than higher similarity for gradient update. In supervised learning,

this factor helps the model paying more attention to difficult samples. However,

in unsupervised learning, small similarity samples may contain many false-positive

noisy pseudo labels. Therefore, using BCE loss might cause the model pay more

attention to noises, thereby leading the model to fail.

We hence propose a Rectified Binary Cross Entropy (ReBCE) loss to address the

above issue. The ReBCE loss is formulated as,

L∗Rebce =

 −y∗[j]× log(α) if sj[j] < α

−y∗[j]× log(si[j]) if sj[j] ≥ α.
(3.17)

where α ∈ [0, 1] is a pre-defined rectified parameter to control the small similarity

score amplify gradient excessively by rectifying very small si[j] to α.

Overall Loss

The effectiveness of Memory-based Multi-label Classification Loss (MMCL) in unsu-

pervised multi-label person re-ID task is demonstrated in previous research (Wang

and Zhang, 2020). Therefore, the network is simultaneously optimized with respect

to the MMCL L∗mmcl and the proposed ReBCE loss L∗Rebce to achieve optimal model

performances. The overall loss L can be computed by combining Equation ?? and

Equation ?? as follows,

L∗mmcl = ∥si[j]− ysm
i [j]∥2 (3.18)

L =
1
η
(Lcl

mmcl + Lcl
Rebce + Lsm

mmcl + Lsm
Rebce) (3.19)
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TABLE 3.9: Ablation study on outliers. “✗”: Training without outliers.
“✓”: Training each outlier as an individual class as Eq(2).

Outliers Methods
Market-1501 DukeMTMC-reID

R-1 R-5 R-10 mAP R-1 R-5 R-10 mAP

✗
C-LP 63.9 79.7 84.8 35.4 57.1 69.8 73.5 31.9
Joint-LP (ours) 75.7 87.9 90.9 48.1 64.5 75.5 79.6 40.3

✓
C-LP 72.4 86.0 89.9 44.7 63.2 75.0 79.0 40.6
Joint-LP (ours) 78.4 88.7 91.7 51.3 66.2 77.6 81.1 42.8

TABLE 3.10: Comparison with different label prediction methods

Methods
Market-1501 DukeMTMC-reID

R-1 R-5 R-10 mAP R-1 R-5 R-10 mAP
C-LP 72.4 86.0 89.9 44.7 63.2 75.0 79.0 40.6
SM-LP 77.4 87.3 90.3 41.8 63.6 75.0 79.4 39.0
Joint-LP (ours) 78.4 88.7 91.7 51.3 66.2 77.6 81.1 42.8

where η = 4 is a normalized coefficient to normalize the scale of the overall loss.

3.4.3 Experiment Setting

We perform experiments on the two person re-ID datasets, Market-1501 (Market)

and DukeMTMC-reID (Duke). The details are mentioned in Section 3.1.1. Two eval-

uation metrics are mentioned in Section 3.1.3.

The experiments are performed using one NVIDIA 1080Ti GPU with 11 GB of

memory. The ResNet-50 (He et al., 2016) are adopted as the backbone network,

which is pre-trained on ImageNet. The setting of backbone network follows the

same setting in (Zhong et al., 2019; Lin et al., 2020; Wang and Zhang, 2020). The in-

put images are resized to 256× 128. The training batch size is 64. The total training

epoch is 40. The initial learning rate is 0.03, and it is divided by 10 after 30 epochs.

We set the rectified parameter α = 0.2 in ReBCE loss to achieve the best performance.

Ablation Study

Importance of Outliers: As shown in Table 3.9, directly discarding outliers from

training data cannot achieve satisfying results on both datasets. There are two rea-

sons. (1) discarding outliers leads to a poor initial model because there are many

outliers during the whole training process, especially in early epochs. (2) discard-

ing outliers inhibits the model learning on difficult samples. Therefore, we train
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SM-LP
Rank-1: 77.4
mAP: 41.8

C-LP
Rank-1: 72.4
mAP: 44.8

FIGURE 3.9: The t-SNE (Maaten and Hinton, 2008) visualization on
features representation of 10 identities. The different color points are

donoted identities.

TABLE 3.11: Comparison with different loss function

Methods (Loss function)
Market-1501 DukeMTMC-reID

R-1 R-5 R-10 mAP R-1 R-5 R-10 mAP
MMCL 78.4 88.7 91.7 51.3 66.2 77.6 81.1 42.8
BCE 1.0 3.9 6.0 0.5 0.0 0.3 1.1 0.1
BCE + MMCL 0.9 2.7 4.7 0.3 0.6 1.6 2.4 0.3
ReBCE (ours) 78.8 89.5 92.8 50.6 66.1 77.8 81.5 42.3
ReBCE + MMCL (ours) 80.3 90.8 93.2 55.1 67.8 78.4 81.6 44.0

each outlier as an individual class, as mentioned in Equation (2). The results verify

the effectiveness of our proposed DIE, which treats each un-clustered outlier as an

individual class.

Effectiveness of Joint-LP: In order to verify the complementarities between C-LP

and SM-LP, and the effectiveness of our proposed Joint-LP, we report comparison

results of different label prediction methods in Table 3.10 and illustrate the t-SNE

(Maaten and Hinton, 2008) visualization results in Figure 3.9.

From the comparison between C-LP and SM-LP, three observations are obtained.

1) In table 3.10, C-LP achieves better performance in mAP on two datasets. 2) SM-

LP achieves better performance in Rank-k accuracy on two datasets. 2) In Figure 3.9,

C-LP generates closer and more compacter intra-class features than SM-LP. The rea-

sons are that C-LP enforces centroid learning by assigning the same pseudo labels

to the samples in the same cluster, therefore C-LP obtains higher clustering accuracy
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TABLE 3.12: Performance comparison with other FUL person re-ID
methods on Market-1501 and DukeMTMC-ReID. “LPM”:Label pre-
diction methods. “∗”: The MetaCam algorithm in DSCE(Yang et al.,
2021) is not considered in this table, because MetaCam requires cam-
era IDs. This paper performs comparison experiments in unknown

camera IDs environment.

LPM Method Reference
Market Duke

R-1 R-5 R-10 mAP R-1 R-5 R-10 mAP

C-LP
BUC AAAI19 66.2 79.6 84.5 38.3 47.4 62.6 68.4 27.5
DBC BMVC19 69.2 83.0 87.8 41.3 51.5 64.6 70.1 30.3
DSCE∗ CVPR21 74.9 - - 53.9 62.8 - - 43.4

SM-LP
SSL CVPR20 71.7 83.8 87.4 37.8 52.5 63.5 68.9 28.6
MMCL CVPR20 80.3 89 4 92.3 45.5 65.2 75.9 80.0 40.2
NNCT ICIP21 82.0 90.0 92.9 48.4 64.8 75.7 79.2 40.7

Combined Joint-LP + ReBCE 80.3 90.8 93.2 55.1 67.8 78.4 81.6 44.0

(in mAP) than SM-LP. Conversely, SM-LP enforces neighborhood learning by min-

ing reliable positive samples around the sample, therefore SM-LP achieves higher

ranking accuracy (in R-k) than C-LP. These results demonstrate that C-LP and SM-

LP lead model to learn in different directions, and thus they can be complementary

to each other in R-k accuracy and in mAP to achieve better performance. It is an

important discovery for the current and future object re-ID research.

Based on the above discovery, we propose the Joint-LP in here. The proposed

Joint-LP achieves the best performance by enforcing centroid-towards and neighborhood-

towards learning collaboratively. It is also interesting to observe that, with the help

of SM-LP, the upper bounds of mAP are also increased from 44.7% to 51.3% on

Market-1501, and from 40.6% to 42.8% on DukeMTMC-reID. Same improvements

are also observed that, with the help of C-LP, the upper bounds of ranking accu-

racy 77.4% and 63.6% are also increased on two datasets, respectively. The improve-

ments further demonstrate the complementarity between C-LP and SM-LP, and the

proposed Joint-LP can overcome their demerits and utilize their merits at the same

time.

Effectiveness of ReBCE Loss: We bring out that the traditional BCE loss cannot

be directly adopted in the unsupervised multi-label classification task because of

extensive noisy pseudo-labels. To demonstrate the above conjecture, we report the

experimental results of different loss functions in Table 3.11. Table 3.11 shows that

using BCE loss (w/ or w/o MMCL) leads the experiments to fail on two datasets.

The main reason is that BCE forces the model to pay more attention to noisy labels
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which leads to serious overfitting on noisy labels. Table 3.11 shows that the proposed

ReBCE can solve this problem well, and ReBCE with or without MMCL achieves

satisfying performance. These results demonstrate the effectiveness of the proposed

ReBCE in the unsupervised multi-label classification task.

Comparision with Other FUL Methods

As shown in Table 3.12, we compare our method with other FUL person re-ID meth-

ods. Three C-LP based methods, BUC (Lin et al., 2019), DBC(Ding, Khan, and Tang,

2019), and DSCE (Yang et al., 2021) are reported. Three SM-LP based methods, SSL

(Lin et al., 2020), MMCL (Wang and Zhang, 2020), and NNCT (Tang and Jo, 2021)

are reported.

Compared to the SM-LP based method MMCL (Wang and Zhang, 2020), our

method significantly outperforms it in mAP by 9.6% on Market-1501 and by 3.8% on

DukeMTMC-reID because of the adding centroids-towards learning. The best SM-

LP based method NNCT (Tang and Jo, 2021) achieved the best R-1 accuracy 82.0% in

Market-1501. NNCT cannot achieve satisfying performance in mAP because it lacks

the clustering information to enforce centroids-towards learning.

Compared to the best C-LP based method DSCE (Yang et al., 2021), our method

significantly outperforms DSCE in R-1 accuracy by 5.4% on Market-1501 and by 5.0%

ion DukeMTMC-reID because our method measures similarities among samples. It

is noteworthy that, these specific and consistent improvements again demonstrate

the importance of combining C-LP and SM-LP for the current and future object re-ID

research. Finally, our method achieves the best performance with Rank-1 = 80.3%,

mAP = 55.1% on Market-1501, and Rank-1 = 67.8%, mAP = 44.0% on DukeMTMC-

reID.

3.4.4 Conclusion

In here, we have presented a superior fully unsupervised person re-ID method. To

the best of our knowledge, this letter is an original work that (1) investigates the re-

lation and difference between different label prediction methods, C-LP and SM-LP,

(2) demonstrates the failure reason of BCE loss in unsupervised learning is because
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BCE loss leads the noisy labels are weighted more for gradient update. Finally, com-

parisons with recent FUL methods demonstrate the superiority of our method.

3.5 Unsupervised Person Re-Identification via Multiple Pseudo

Labels Joint Training

To mitigate the effects of noisy labels, Therefore, we propose a Multiple pseudo La-

bels Joint Training (MLJT) method based on MLCReID (Wang and Zhang, 2020).

MLCReID (Wang and Zhang, 2020) formulated unsupervised person Re-ID as a

Multi-Label Classification task and achieve state-of-the-art performance. The frame-

work of MLCReID is shown in Figure 3.10 (a). The MLCReID (Wang and Zhang,

2020) can be mainly divided into three stages: feature extraction by backbone net-

work, pseudo labels prediction, and fine-tuning backbone network with computed

loss. Unlike human-annotated true labels, these self-generated pseudo labels con-

tain noises that hinder the model’s capability on extracting discriminative features.

The proposed person re-ID architecture is shown in Figure 3.10 (b). The MLJT

can be mainly divided into four stages: feature extraction by backbone network,

channel-wise matching for exploring channel-based self-similarity, multiple pseudo

labels prediction, fine-tuning backbone network with computed joint losses.

Unlike predicting a single pseudo label for an input image in MLCReID, the

proposed MLJT predicts multiple pseudo labels for the input image by mining po-

tential similarities in different ways. The combination of multiple pseudo labels is

more robust than a single pseudo label. According to invariance constraints among

these predicted multiple pseudo labels, the MLJT optimizes the network via multi-

ple pseudo labels in a joint manner. In general, there are three types of pseudo labels

in MLJT, as shown in Figure 3.10 (b). The first one is the clustering-based pseudo la-

bel ycl
i . The second one is adaptive similarity measurement-based pseudo label ysm

i .

The third one is pseudo sub-labels y{g|g=0,...,G}
i . We will introduce these three pseudo

labels one by one in detail. As a summary, the contributions is three-fold:

1. Unlike predicting a single pseudo label in the baseline method, this work pro-

poses to predict multiple pseudo labels for an input image by mining multiple

potential similarities among samples.
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FIGURE 3.10: The framework of FUL person re-ID method. (a) Base-
line method, MLCReID (Wang and Zhang, 2020). (b) The proposed

MLJT.

2. Based on the invariance constraints among multiple pseudo labels, this work

proposes to train the backbone network jointly to refine pseudo labels effec-

tively.

3. In order to avoid neglecting positive labels of difficult samples, this paper

proposes an Adaptive Similarity Measurement-based pseudo label Prediction

(ASMP) method to adaptively select positive labels based on the degree of dif-

ficulty of samples.

This work improves the performance of baseline method (Wang and Zhang,

2020) by considerable margins on two mainstream and public datasets, Market-1501

(Zheng et al., 2015b) (Market) and DukeMTMC-reID (Zheng, Zheng, and Yang, 2017;

Ristani et al., 2016) (Duke). Testing experiments are also performed in outdoor real-

world videos to show the practicality of this work in real-world applications.
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FIGURE 3.11: The illustration of different pseudo label prediction
methods.

3.5.1 Proposed Method

Framework Overview

The framework of the proposed method MLJT is shown in Figure 3.10 (b), which can

be mainly divided into five stages: feature extraction by backbone network, feature

splitting using channel-wise matching, multiple pseudo labels prediction, classifica-

tion, network optimization using joint losses.

Given an unlabeled person images x{i|i=1,2,...,N} ∈ X , d-dimensional feature fi is

extracted by the backbone network. i is the index of the image in an unlabeled object

re-ID dataset X , N indicates the number of images in X . A feature memory M is

used to stores up-to-date features for all images in X to make compute similarities

among all images possible. The size ofM is N × d. M is updated by fi after every

training iteration as,

Mt[i] = αMt−1[i] + (1− α) fi. (3.20)

The superscript t in Equation 3.20 indicates t-th training iteration. α is the updating

rate, α ∈ [0.0, 1.0]. Updating with the moving averaged weights makes M more

stable to predict pseudo labels (Zhong et al., 2019; Wang and Zhang, 2020). After

updating, the feature of xi inM are notated as f M
i , whereM[i] = f M

i .

Then, multiple pseudo labels yi = {ycl
i , ysm

i , yg
i } of xi can be predicted. ycl

i and

ysm
i are the clustering-based pseudo label and the adaptive similarity measurement-

based pseudo label predicted usingM, respectively. yg
i are sub-labels predicted by

mining channel-based self-similarities using sub-feature memories Mg, which are

obtained by channel-wise matching, as shown in Figure 3.10 (b).
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The backbone network is optimized progressively by the loss between multiple

pseudo labels yi = {ycl
i , ysm

i , yg
i } and their corresponding classification score vi =

{v0
i , vg

i } in a joint training manner. The classification scores v0
i and vg

i are computed

using the whole feature fi and the sub-features f g
i , respectively.

Multiple Pseudo Labels Prediction

1. Clustering-based Pseudo Label ycl
i : Following the previous works (Yang et al.,

2021; Ester et al., 1996), the unsupervised clustering algorithm DBSCAN (Ester et al.,

1996) is used in this paper. The clustering results is illustrated in Figure 3.11. Before

each training epoch, DBSCAN assigns pseudo-classes ci to all samples in X by com-

puting distances among their features f M
{i|i=1,...,N} ∈ M. DBSCAN is a density-based

clustering algorithm, it treats high-confident samples as clustered inliers (ci ≥ 0),

and treats low-confident samples as unclustered outliers (ci = −1).

There is one challenge in the DBSCAN-based clustering method: the numbers of

clustered inliers keep changing during the whole training process. Uncertain num-

bers of clusters make loss function is difficult to design. To address this issue, we
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encode 1-dimensional pseudo-class ci to N-dimensional clustering-based pseudo la-

bel ycl
i as follows,

Inliers: ycl
i [j] =

 1 cj = ci

−1 cj ̸= ci;
j = 1, ..., N. (3.21)

After encoding, the multi-label classification loss function (Wang and Zhang, 2020)

can be easily adopted to compute the loss between v0
i and ycl

i against the changing

of clusters.

Adaptive Similarity Measurement-based Pseudo Label The cosine similarity of

xi and all images x{j|j=1,...,N} ∈ X is computed using their features inM as follows,

s0
i =M[i]×M⊤. (3.22)

According to the s0
i , the adaptive similarity measurement-based pseudo label ysm

i

is predicted by our proposed Adaptive Similarity Measurement-based pseudo label

Prediction (ASMP).

As mentioned above, the previous pseudo label prediction methods selected pos-

itive labels (Zhong et al., 2019; Lin et al., 2020; Wang and Zhang, 2020) using fixed

rules, i.e., a fixed k number of positive labels in ECN (Zhong et al., 2019) and SSL

(Lin et al., 2020), or fixed label selection threshold t in MLCReID (Wang and Zhang,

2020). Using fixed rules (Zhong et al., 2019; Lin et al., 2020; Wang and Zhang, 2020) to

select positive labels is unsuitable, because the similarity distribution of every image

is different and keeps changing during the whole training process. More specifically,

difficult samples always share relatively low similarity with its k-Nearest Neighbors

(k-NN) because of challenging situations, such as complex or uncommon human

poses, occlusion, and complex backgrounds, etc. The examples of similarity distri-

butions of image A (simple case) and image B (difficult case) are illustrated in Figure

3.13. The similarities among image B and its k-NN are much lower than the sim-

ilarities among image A and its k-NN, as shown in the right graph of Figure 3.13.

If positive samples are selected using the fixed threshold t = 0.6 for all images as

(Wang and Zhang, 2020), the potential positive labels of the difficult sample with

similarity less than 0.6 might be neglected continuously.

To avoid neglect the positive label of the difficult sample, we proposed the ASMP,
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FIGURE 3.13: The histogram of similarity distribution. The horizontal
axis is similarity score. The right graph is zoomed in from the blue

rectangular area of the left graph.

which first distinguish the difficult sample based on the degree of difficulty θi of

the sample, then assigns a lower and adaptive threshold to the difficult sample for

selecting more positive labels. Our idea is that, when the model can roughly capture

the data distribution and predict similarity, we can therefore utilize the obtained

similarity distribution to estimate the degree of difficulty of the image.

ASMP first computes the similarities among xi and its k-NN as follows,

Ri = argsort(s0
i )

Ki = Ri[1 : k]
(3.23)

where Ri is the rank list by sorting the similarity s0
i by descending order. Ki is the

collection of k-NN of xi. k is a hyper-parameter, controls the numbers of samples in

Ki. The analysis of k are reported in the Sec. V.

The degree of difficulty θi is estimated according to statistical characteristics of

Ki, i.e., the mean mi and standard deviation σi, as follows,


mi =

∑s0
i [j]∈Ki

(s0
i [j])

k

σi =

√
∑s0

i [j]∈Ki
(s0

i [j]−mi)2

k

(3.24)

θi = mi + σi (3.25)
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If θi is low, xi is considered a difficult sample. The computed θi will be directly

used to select more positive labels for xi as follows,

ysm
i [j] =

1, if s0
i [j] ≥ min(0.6, θi)

−1, otherwise
, j = 1, ..., n. (3.26)

In this case, more difficult samples can be assigned a lower θi to mitigate the neglect

to potential positive labels. Finally, adaptive similarity measurement-based label

ysm
i are generated. It is noteworthy that θi for every sample is different according to

statistical characteristics of the sample, therefore ASMP is better than fixed rules in

(Zhong et al., 2019; Lin et al., 2020; Wang and Zhang, 2020).

Pseudo Sub-labels by Channel-based Self-Similarity Exploration (CSS) The third

pseudo labels in this paper is pseudo sub-labels yg
i , which is predicted by mining

channel-based self-similarities.

The baseline method MLCReID (Wang and Zhang, 2020) only compared the sim-

ilarity between two images by global features. To mine more similarity information

existing in the unlabeled dataset, several methods (Fu et al., 2019b) split images

into horizontal parts to represent human partial regions, as illustrated in Figure 3.12

(a). Then, unlabeled images are additionally compared using these partial features.

The precondition of part-based self-similarity computation is that the human region

should always locate in the center of the image. Uncertain human location may

cause inconsistency in similarity mining and matching.

The critical idea of self-similarity computation is to compute a more robust simi-

larity score by additionally comparing partial features. In order to avoid the impact

of human location variance and mine the potential similarity as well, we propose to

explore channel-based self-similarity in this paper, as shown in Figure 3.12 (b).

To formulate the proposed channel-based self-similarity computation, a channel-

wise matching module is proposed in this paper. The channel-wise matching mod-

ule is attached after feature fi ∈ Rd and feature memoryM ∈ RN×d to split them

into G groups of sub-features f g and sub-feature memoriesMg, respectively. As il-

lustrated in Figure 3.10 (b), each sub-feature f {g|g=1,...,G}
i ∈ R

d
G , and each sub-feature

memoryM{g|g=1,...,G} ∈ RN× d
G . A channel shuffle operation is used before splitting.

The fi andM share the sample shuffle index in every training iteration to maintain
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the comparison consistency.

The classification scores v{g|g=1,...,G}
i are computed using their corresponding sub-

features f {g|g=1,...,G}
i as follows,

vg
i = f g

i × (Mg)⊤, g = 1, ..., G. (3.27)

The G groups of self-similarities of xi are computed using their corresponding

sub-feature memoriesMg as follows,

sg
i =Mg[i]× (Mg)⊤, g = 1, ..., G. (3.28)

Based on sg
i , the corresponding pseudo sub-labels yg

i can be predicted using the

proposed ASMP as Equation 3.23 - Equation 3.26 as follows,

yg
i = ASMP(sg

i , k), g = 1, ..., G. (3.29)

3.5.2 The joint Loss function

The Memory-based Multi-label Classification Loss (MMCL) (Wang and Zhang, 2020)

L∗ is used to regress classification scores vi to predicted pseudo label yi as follows:

L∗(vi, yi) =
δ

|Pi| ∑
vi [j]∈Pi

(vi[j]− yi[j])+

1
|Ni| ∑

vi [k]∈Ni

(vi[k]− yi[k])
(3.30)

Pi indicates the positive samples of xi, of where yi[j] = 1. Ni indicates the hard

negative samples of xi, of where yi[k] = −1. To solve the sparsity of yi, only top 1%

negative samples are chosen as hard negative samples to compute L∗. δ is the bal-

ance parameter between positive hard negative sample loss. Following same setting

in MLCReID (Wang and Zhang, 2020), δ = 5 in our paper.

As a summary, for an unlabeled image xi, three types of pseudo labels yi =

{ycl
i , ysm

i , yg
i } can be predicted by Equation 3.21, Equation 3.26, and Equation 3.29.

The MLJT is trained using the losses between multiple pseudo labels yi = {ycl
i , ysm

i , yg
i }

and their corresponding classification scores vi = {v0
i , vg

i } in an end-to-end and joint
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manner. The overall joint loss function is formulated as follows,

L = L∗(v0
i , ycl

i ) + L∗(v0
i , ysm

i ) +
∑G

g=1 L∗(v
g
i , yg

i )

G
. (3.31)

3.5.3 Experiment Settings

Datasets and Evaluation Metrics

We evaluate the proposed method on Market-1501 (Zheng et al., 2015b) (Market)

and DukeMTMC-reID (Zheng, Zheng, and Yang, 2017; Ristani et al., 2016) (Duke).

The details are mentioned in Section 3.1.1. Two evaluation metrics are mentioned in

Section 3.1.3

Implementation Details

Following the previous researches (Zhong et al., 2019; Wang and Zhang, 2020; Tang

and Jo, 2021; Ji et al., 2020; Lin et al., 2020; Yang et al., 2021), we use an ImageNet

(Deng et al., 2009) pre-trained ResNet-50 (He et al., 2016), provided by Pytorch offi-

cial, as the backbone network to conduct fair comparisons. A 1× 1 CNN layer and

a batch normalization layer are added after the last global pooling layer of ResNet-

50 to generate 2048-dimensional L2-normalized features. The input images are re-

sized to 256× 128× 3. The training batch size is 64. The network is trained by the

Stochastic Gradient Descent (SGD) with a learning rate of 0.03, 40 epochs in total.

The CamStyle (Tahir, 2019) is used as a data augmentation strategy. To achieve the

best performance, hyper-parameter k = 80. The experiments are performed using an

Intel Core i5-6600 3.30-GHz CPU and one NVIDIA GeForce Titan 1080Ti GPU with

11 GB of memory. The total training time is around 4 hours on Market-1501 and

DukeMTMC-reID. The test architecture is the same as the baseline method (Wang

and Zhang, 2020), therefore our method does not increase any computation during

testing.

3.5.4 Ablation study of the proposed components

To demonstrate the effectiveness of the proposed multiple pseudo labels and joint

training strategy, extensive ablation studies are reported in this section. Ablation
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FIGURE 3.14: The t-SNE (Maaten and Hinton, 2008) plot of 10 identi-
ties. Different colors denotes different identities.

studies are presented in four aspects: 1) The effectiveness of the clustering-based

pseudo label ycl
i , 2) The analysis of ASMP, 3) the analysis of CSS, and 4) the analysis

of multiple pseudo labels joint training strategy.

We summarize the performance of each proposed component in Table 3.13, and

visualize the t-SNE (Maaten and Hinton, 2008) features in Figure 3.14. Features in

Figure 3.14 (a) only contain weak clustering information before training on a specific

unlabeled person re-ID dataset. This is because the ImageNet (Deng et al., 2009)

pre-trained model was trained to distinguish humans and other objects. Therefore,

the model still can not distinguish human identities with their appearances without

training on specific person re-ID dataset. As shown in Figure 3.14 (b)-(f), features

of the same identity are progressively gathered after training with predicted pseudo

labels. It indicates the predicted pseudo labels can train the model on the unlabeled

dataset to distinguish human identities. More accurate pseudo labels help the model

learn to extract more discriminative features to re-identify persons.
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TABLE 3.13: Ablation study on individual proposed modules in the
proposed MLJT.

No.
Proposed Modules Market-1501 DukeMTMC-reID

Clustering ASMP CSS mAP R-1 R-5 R-10 mAP R-1 R-5 R-10
1 43.0 78.9 79.0 91.7 37.4 63.5 67.5 71.8
2 ✓ 50.9 78.1 88.5 91.8 40.3 64.5 75.5 79.6
3 ✓ 49.1 81.6 90.0 92.3 40.8 65.8 76.9 80.6
4 ✓ 46.4 80.4 89.6 92.7 40.2 65.4 76.2 80.3
5 ✓ ✓ 51.4 79.7 89.3 92.4 41.3 64.7 76.1 79.3
6 ✓ ✓ 52.3 81.2 91.3 94.2 41.7 65.4 76.6 80.5
7 ✓ ✓ 50.1 80.8 89.6 92.8 41.4 66.3 76.3 80.0

8 (Full) ✓ ✓ ✓ 55.3 81.6 90.4 93.5 42.9 66.3 77.4 80.7

Performance of the baseline method

The No. 1 in Table 3.13 and Figure 3.14 (b) show the results of the baseline method,

which does not use clustering-based pseudo labels ycl
i , adaptive threshold θi = 0.6

in Equation 3.26, and sub-labels yg
i by channel-based self-similarity exploration. In

Table 3.13, the baseline method No. 1 produces unsatisfactory performance on two

datasets. For instance, it achieves 43.0% in mAP and 78.9% in R-1 on Market-1501,

and 37.4% in mAP and 63.5% in R-1 on DukeMTMC-reID. It shows that using a

single pseudo label is not enough to provide robust information. As shown in Fig-

ure 3.14 (b), the model still can not produce discriminative features to distinguish

difficult samples.

To improve the performance of the baseline method, this paper proposes three

types of pseudo labels. We further perform experiments to investigate the effec-

tiveness of them in detail by adding them into the baseline model. The results are

reported in Table 3.13 and Figure 3.14.

The effectiveness of the clustering-based pseudo label

The effectiveness of the clustering-based pseudo label ycl
i is presented in here. From

the comparison of No. 1 and No. 2 in Table 3.13, it is clear that the model performance

is improved with the clustering-based pseudo label ycl
i . Specifically, the performance

improves in mAP from 43.0% to 50.9% and from 37.4% to 40.3% on Market-1501

and DukeMTMC-reID, respectively. The significant improvement is because sam-

ples are additionally enforced learning towards their corresponding class centroids

under the supervision of clustering labels ycl
i , as illustrated in Figure 3.11 (c). Similar
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TABLE 3.14: Analysis of hyper-parameters k on Market-1501.

k 20 40 60 80 100 120 140 160
mAP 44.8 48.1 48.5 49.1 49.3 48.3 46.9 46.8
R-1 80.0 82.0 81.3 81.6 80.7 80.1 79.6 78.6

observation also can be found from the comparison of Figure 3.14 (b) and (c). Fea-

tures of the same identity are more compact and independent from other clusters by

using ycl
i . The improvement demonstrates the effectiveness of combining similarity

measurement-based and clustering-based label prediction in this paper.

The analysis of Adaptive Similarity Measurement-based pseudo label Prediction

(ASMP)

The ASMP is analyzed in three aspects. First, the effectiveness of ASMP is evaluated

in Table 3.13 and Figure 3.14. Second, the robustness of hyper-parameter k in Eqution

3.23 is analyzed in Table 3.14. Third, we compare our proposed ASMP with other

label prediction methods in Table 3.15.

The effectiveness of ASMP: ASMP is proposed to adaptively select positive la-

bels for a sample according to the similarity distribution between the sample and its

neighbors. If a sample shares low similarities with neighbors, ASMP will consider

the sample as the difficult sample and compute a low threshold to choose more pos-

itive labels for it. Comparison results between the model trained with or without

ASMP are illustrated in Table 3.13 and Figure 3.14. In Table 2, No. 3 surpasses the

No. 1 by 6.1% in mAP and 2.7% in R-1 accuracy on Market-1501, and by 3.4% in

mAP and 2.3% in R-1 accuracy on DukeMTMC-reID. Similarly, when we compare

Figure 3.14 (b) and (d), we observe that the model with ASMP can gather features

of the same identity and enlarges the distances among different identities. It is be-

cause that using a fixed and high threshold in the baseline method makes dispersed

samples (e.g. blue and orange samples in Figure 3.14 (b) lack positive supervisory

signals for training, thereby leading them to be neglected. The results demonstrate

the necessity of setting a lower threshold to choose more positive labels for difficult

samples in unsupervised person re-ID tasks and the effectiveness of our proposed

ASMP.
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TABLE 3.15: Comparison with different pseudo label prediction
methods.

Method
Market Duke

mAP R-1 mAP R-1
Fixed numbers k (Zhong et al., 2019; Lin et al., 2020) 36.7 72.4 36.2 62.2
Fixed threshold t (Wang and Zhang, 2020) 43.0 78.9 37.4 63.5
Adaptive threshold θi (our ASMP) 49.1 81.6 40.8 65.8

Comparison of different k in ASMP: The hyper-parameter k controls the num-

bers of near neighbors are chosen to build Ki to estimate the degree of difficulty of

the sample in Equation 3.23. We validate the influence of different k in Table 3.14 by

vary k from 20 to 160. Compared with baseline results in Table 3.13, it is clear that

using any k enhances model performance consistently, which demonstrates the ne-

cessity of adaptive thresholds in ASMP. When k = 80, the optimal performance can

be obtained. Too small k decreases the performance because the limited number of

near neighbors is not enough to represent the statistical characteristics of similarity

distribution of the sample for estimating its degree of difficulty θi. Also, too large k

causes similar statistical characteristics of simple and difficult images, thereby dis-

tinguishing them difficultly.

Comparison with different label prediction methods: We further compare the

proposed ASMP with other label prediction methods, i.e., a fixed k number of pos-

itive labels in ECN (Zhong et al., 2019) and SSL (Lin et al., 2020), and a fixed label

selection threshold t in MLCReID (Wang and Zhang, 2020) in Table 3.15. Table shows

that using the fixed threshold t (t=0.6, which achieves the best performance) outper-

forms using the fixed numbers k (k=10, which achieves the best performance) by

large margins. Our proposed adaptive threshold θi in ASMP achieves the best per-

formance. The superior performance demonstrates that, compared with fix rules in

existing works, our proposed adaptive threshold is a more reasonable and effective

method for pseudo label prediction.

The analysis of channel-based self-similarity (CSS)

The CSS is proposed to predict pseudo sub-labels yg
i by exploring a more robust and

precise similarity relation among images. The CSS is analyzed in three aspects here.

First, the effectiveness of CSS is evaluated in Table 3.13 and Figure ??. Second, differ-

ent splitting methods and different numbers of group G in channel-wise matching
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TABLE 3.16: Comparison of different splitting methods and number
of splitting groups in CSS on Market-1501.

Splitting Method Groups mAP Rank-1 Rank-5 Rank-10

In order
G=2 41.3 75.3 87.4 90.8
G=4 44.8 78.1 88.9 92.2
G=8 46.0 80.2 89.5 92.3

Shuffle
G=2 40.8 75.5 87.1 90.7
G=4 45.7 78.6 89.3 92.4
G=8 46.4 80.4 89.6 92.7

TABLE 3.17: Comparison with different similarity exploration meth-
ods.

Methods
Market DukeMTMC

mAP R-1 mAP R-1
w/o self-similarity 43.0 78.9 37.4 63.5
w/ Part-based self-similarity 41.9 74.6 35.1 61.3
w/ Channel-based self-similarity (ours) 46.4 80.4 40.2 65.4

are analyzed in Table 3.16. Third, we compare our proposed channel-based self-

similarity with part-based self-similarity in existing works (Fu et al., 2019b; Lin et

al., 2020) in Table 3.17.

The effectiveness of CSS: As reported in Table 3.13, No. 4 surpasses the base-

line No. 1 by 3.4% in mAP and 1.5% in R-1 accuracy on Market-1501, and by 2.8%

in mAP and 1.9% in R-1 accuracy on DukeMTMC-reID. As shown in Figure 3.14 (e),

the model can distinguish different identities better than the baseline by mining sim-

ilarities from global feature to channel-wise partial feature. The improvements and

visualization results demonstrate that the proposed CSS is a simple and effective

method for mining self-similarity in an unsupervised manner.

Comparison of different splitting methods and different G: In channel-wise match-

ing, the feature fi and the feature memoryM can be split into G groups sub-features

f g
i and sub-feature memoriesMg in order or shuffle, respectively. Table 3.16 reports

the performance comparisons of these two splitting methods with different splitting

groups G. The results show that no significant difference in performance between

splitting in order and shuffle. It is clear that a large G consistently performs better

than a small G. When we set G = 2, we observe that small G slows down the model

convergence speed. Thus, the model is difficult to converge to achieve satisfactory

performance even if we set the training epoch very high. Finally, we split the feature

memory in a shuffling manner and use G = 8.
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Identity: 1 Identity: 3Identity: 2

(a) Images (b) baseline: w/o self-similarity

(c) w/ Part-based self-similarity (d) w/ Channel-based self-similarity 
(Proposed)

FIGURE 3.15: The visualization results of feature maps with different
similarity exploration methods.

Comparison between part-based and channel-based self-similarity: We com-

pare the proposed channel-based self-similarity with part-based self-similarity in

(Fu et al., 2019b; Lin et al., 2020) in Table 3.17. For a straightforward comparison,

we further visualize the hot maps of feature maps before the last GAP layer of the

backbone network in Figure 3.15. Figure 3.15 (a) illustrates six different input images

with three different identities. The original height and width of the feature maps are

w f × h f × d : 8× 16× 2048, as mentioned in Figure 3.12. We resize them to the same

size as input images W × H : 128 × 256 to more straightforwardly comparisons.

Brighter color means the model extracts more features from the regions.

Table 3.13 reports that using part-based self-similarity drops the model perfor-

mance from the baseline 43.0% to 41.9% in mAP and 78.9% to 74.6% in R-1 accuracy

on Market-1501. Similar, the performance declines are observed on DukeMTMC-

reID. It shows that part-based self-similarity method is not robust. The same situa-

tions are observed by visualization examples in Figure 3.15 (c). Mining part-based

self-similarity makes the model can not accurately capture features from the human

region, especially if the identity does not locate in the center of the image.

The proposed channel-based self-similarity can help the model learn to extract

more discriminative features, as compared in Figure 3.15. The superior performance

of the proposed CSS are mainly reflected in four aspects. Firstly, Table 3.13 reports

that using CSS enhance the model performance consistently on Market-1501 and

DukeMTMC-reID. Secondly, compared with Figure 3.15 (b), features of the fore-

ground (human region) are more accurate and brighter in Figure 3.15 (d). Thirdly,

compared with Figure 3.15 (c), the background area is darker (lower importance) in

Figure 3.15 (d). Fourthly, feature extraction capability of the model is not affected by
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TABLE 3.18: Performance comparison with state-of-the-art FUL-
based methods. The first and second best results are marked in bold

and blue, respectively.

Method
Market-1501 DukeMTMC-reID

mAP R-1 R-5 R-10 mAP R-1 R-5 R-10
BoW (Zheng et al., 2015a) 14.8 35.8 52.4 60.3 8.3 17.1 28.8 34.9
UDML (Peng et al., 2016) 12.4 34.5 52.6 59.6 7.2 18.5 31.4 37.6
LOMO (Liao et al., 2015) 18.0 27.2 41.6 49.1 4.8 12.3 21.3 26.6

CAMEL (Yu, Wu, and Zheng, 2017) 26.3 54.5 - - - - - -
DECAMEL (Yu, Wu, and Zheng, 2020) 32.4 60.2 76.0 81.1 - - - -

SSL (Lin et al., 2020) 37.8 71.7 83.8 87.8 28.6 52.5 63.5 68.9
BUC (Lin et al., 2019) 38.3 66.2 79.6 84.5 27.5 47.4 64.6 68.4
ADTC (Ji et al., 2020) 38.8 59.5 71.6 76.9 37.9 59.4 70.0 74.1

DBC (Ding, Khan, and Tang, 2019) 41.3 69.2 83.0 87.8 30.3 51.5 64.6 70.1
MLCReID (Wang and Zhang, 2020) 45.5 80.3 89.4 92.3 40.2 65.2 75.9 80.0

NNCT (Tang and Jo, 2021) 48.4 82.0 90.0 92.9 40.7 64.8 75.7 79.2
DSCE (Yang et al., 2021) 53.9 74.8 - - 43.4 62.8 - -

MLJT (Ours) 55.3 81.6 90.4 93.5 42.9 66.3 77.4 80.7

human location. The visualization results demonstrate that the proposed channel-

based self-similarity helps the model extract discriminative features and avoid the

impact of human location variance as well.

The analysis of joint training strategy

The No. 5-No. 8 in Table 3.13 shows that combinations of each individual proposed

module bring greater improvements. Finally, the full version of the proposed MLJT

achieves the best performance 55.3% in mAP and 81.6% in R-1 accuracy on Market-

1501, and 42.9% in mAP and 66.3% in R-1 accuracy on DukeMTMC-reID. The t-SNE

features generated by the full version of the proposed MLJT are shown in Figure 3.14

(f). It shows that joint training strategy can overcome demerits and utilize merits of

each individual module. Specifically, compared with Figure 3.14 (c), the clustering

errors are eased in Figure 3.14 (f). Compared with Figure 3.14 (d) and (e), Figure

3.14 (f) shows that the model with joint training strategy produces more compact

feature clusters. These verify that our proposed multiple pseudo labels joint train-

ing strategy is able to fully utilize each individual module for learning better and

discriminative features.
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Query 1

Query

Query

Rank-10 re-ID Results

FIGURE 3.16: Examples of the top-10 person re-ID results. The first
and second rows are generated by the baseline method (Wang and
Zhang, 2020) and the proposed MLJT, respectively. The green boxes
denote the true positive results, and the red boxes denote the false

positive results.

3.5.5 Performance

Performance comparison in public datasets

We compare our proposed MLJT against state-of-the-art unsupervised person re-ID

models in Market-1501 and DukeMTMC-reID in Table 3.18. We first compare our

method MLJT with the hand-crafted feature-based methods, including BoW (Zheng

et al., 2015a), UDML (Peng et al., 2016), and LOMO (Liao et al., 2015), which do

not require CNN and any labeled dataset to extract features. The performances of

the hand-crafted feature-based methods are not satisfactory enough, because it is

difficult to manually design discriminative features with good generalization and

robustness, especially on large-scale datasets.

We also compare the MLJT with CNN-based fully unsupervised learning-based
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FIGURE 3.17: The comparison re-ID results of the baseline method
(Wang and Zhang, 2020) and our proposed method MLJT on two out-
door real-world videos. Each column refers to the different frames of
videos. The query image (re-ID target) is shown as a sub-figure at the
bottom of each frame. The human regions are detected by YOLOv5
(al, Apr. 2021). The green bounding boxes are the re-ID results, and
the classification scores are written on the boxes. Frames with a red

border refer to false re-ID results.

methods, including CAMEL (Yu, Wu, and Zheng, 2017), DECAMEL (Yu, Wu, and

Zheng, 2020), SSL (Lin et al., 2020), BUC (Lin et al., 2019), ADTC (Ji et al., 2020), DBC

(Ding, Khan, and Tang, 2019), the baseline method MLCReID (Wang and Zhang,

2020), the best similarity measurement-based method NNCT (Tang and Jo, 2021),

and the best clustering-based method DSCE (Yang et al., 2021). We summarize three

observations. 1) The clustering-based methods BUC, DBC, ADTC and DSCE can

achieve better clustering accuracy (in mAP) because they assigned the same labels

to the samples in the same cluster. During training, intra-class samples are en-

forced learning towards their class centroids to force these samples to get more com-

pacter. 2) The similarity measurement-based methods SSL, MLCReID, and NNCT

can achieve higher ranking accuracy (in R-k) because they assign labels by mining

reliable positive neighbors around the sample. The similarity measurement-based

methods enforce learning towards reliable neighbors. 3) our method MLJT outper-

forms other FUL-based person re-ID methods in mAP and R-k accuracy. The su-

perior performance demonstrate the effectiveness of our proposed multiple pseudo

labels joint training strategy for unsupervised person re-ID.

Moreover, we compare the results of the baseline method (Wang and Zhang,

2020) and the proposed method MLJT by showing their top-10 retrieved images of

three query images in Figure 3.16. The green and red boundaries denote correct
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and false re-ID results, respectively. As illustrated, for the same query images, the

MLJT can retrieve correct images more accurately than the baseline. For example,

the baseline is easily confused by the cloth with white and purple stripes. Overall,

the comprehensive comparison results indicate the effectiveness and superiority of

the MLJT.

Performance in real-world application

Finally, we test the proposed re-ID method on two outdoor real-world videos to eval-

uate the model performance in a real-world application. The full testing demo can be

found at https://drive.google.com/drive/folders/1RvNaEiy6tF18_RcgTNcjE7jJ6eGy8sZL?

usp=sharing.

In a real-world application, YOLOv5 (al, Apr. 2021) is adopted to detect human

regions because person regions are a prerequisite for person re-ID. Then, the re-

ID network retrieves the same person by matching a pre-defined query image with

every detected person region in the frame.

The visualization of re-ID results of the baseline method (Wang and Zhang, 2020)

and our proposed MLJT on two outdoor real-world videos are compared in Figure

3.17. The query image (re-ID target) is shown at the left bottom of each frame. From

the comparison, we notice that MLJT retrieves correct persons more accurately than

the baseline, and MLJT outputs more confident (higher) classification scores than the

baseline in two videos.

The runtime of the person detection and re-identification system is shown at the

left top of each frame, notated as Frame Per Second (FPS). The system can work in

real-time with a processing speed of about 128 FPS with YOLOv5 (al, Apr. 2021)

detector.

3.5.6 Conclusion

In this work, we proposed an end-to-end fully unsupervised person re-ID method,

which can be trained without using any labeled information. The proposed method

achieves superior performance benefit from three aspects. 1) Selecting positive labels

adaptively according to similarity distribution of samples. 2) Estimating similarity

https://drive.google.com/drive/folders/1RvNaEiy6tF18_RcgTNcjE7jJ6eGy8sZL?usp=sharing
https://drive.google.com/drive/folders/1RvNaEiy6tF18_RcgTNcjE7jJ6eGy8sZL?usp=sharing
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precisely by the channel-based self-similarities exploration strategies. 3) Optimizing

network jointly using multiple pseudo labels to mitigate the impact of noises in a sin-

gle pseudo label. Extensive experiments and comprehensive analysis demonstrate

the effectiveness of the proposed method MLJT.

3.6 Unsupervised Object Re-identification via Instances Cor-

relation Loss
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FIGURE 3.18: The illustration of the proposed fully unsupervised ob-
ject re-ID framework.

The state-of-the-art unsupervised re-ID method (Ge et al., 2020; Chen, Lagadec,

and Bremond, 2021; Wang et al., 2021) achieved significant success by utilizing

strong self-supervised contrastive learning mechanisms, i.e., the Memory Bank ap-

proaches (Wu et al., 2018) and Momentum Contrast (MoCo) (He et al., 2019) ap-

proach. The Memory Bank and MoCo are designed for the unsupervised instance

discrimination task, which learn the discriminative features of an image by match-

ing its random augmented views. Different from the instance discrimination task,

contrastive learning-based object re-ID tasks first roughly classify all images into

clusters then conduct instance-to-centroids learning in feature space (Ge et al., 2020;

Chen, Lagadec, and Bremond, 2021; Wang et al., 2021).

The discrepancy in learning strategy causes the advantage of self-supervised

contrastive learning mechanism to be not fully utilized in object re-ID tasks. The

problems is that similarity relationships among instances in each training iteration
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Regress

FIGURE 3.19: The example of M: instances correlation matrix, and T:
target matrix.

are neglected in current framework. MoCo (He et al., 2019) demonstrated the im-

portance of maintaining consistent representation for unsupervised learning, how-

ever, the representation of instances (query) and centroids are less consistent, as il-

lustrated in Figure 3.18. The representation of instances is extracted by encoder in

every training iteration, but the representation of cluster centroids are generated by

momentum encoder before every training epoch. To mine similarity relationships

from consistent representation, we propose a Instance Correlation Loss (ICL) LICL

to increase compactness of intra-class instances. Here we implement state-of-the-

art self-supervised contrastive learning mechanism MoCo as baseline framework to

perform experiments.

3.6.1 Proposed Method

The MoCo-based re-ID contrastive learning framework in ICE (Chen, Lagadec, and

Bremond, 2021) is adopted in this work as the baseline framework as shown in Fig-

ure 3.18.

Momentum Contrast Learning

The objective of our work is to obtain a superior re-ID network, which can produce

similar features for the same identity and produce distinct features for different iden-

tities. To achieve this goal, momentum contrast learning architecture MoCo (He et

al., 2019) with InfoNCE loss (Oord, Li, and Vinyals, 2018) is used as the baseline

to enforce instance-to-centroid learning. The framework of the proposed method is

illustrated in Figure 3.18.
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The encoder and the momentum encoder are used to generate representations of

instances and cluster centroids, respectively. We denote parameters of the Encoder

as θe, and parameters of the Momentum Encoder as θme. θe is updated in each train-

ing iteration by gradient back-propagation. The momentum encoder, served as a

robust encoder, updated by θe with a momentum coefficient m after every iteration

as follows,

θme = mθme + (1−m)θe (3.32)

Before each training epoch starts, given an unlabeled training dataset X = {x1, ..., xN},

all images representations Fme = { fme,1, ..., fme,N} are extracted by the momentum

encoder. Then, unsupervised dense-based clustering algorithm DBSCAN (Ester et

al., 1996) clusters Fme into NC numbers of clusters. After that, cluster centroids

C = {c0, ..., cNC} are computed as the mean vector of all instances in the cluster.

This clustering results are used to split X into mini-batches.

In each training iteration, given an sampled mini-batch B, Fe = { fe,1, ..., fe,NB} are

extracted by the encoder as representations of instances.

To pull intra-class instances close to their corresponding centroids and push

other centroids away, the loss of momentum contrast learning LMCL of an instance

is designed based on InfoNCE loss (Oord, Li, and Vinyals, 2018) as follows,

LMCL = −log
exp( fe,i · c+)/τ

exp( fe,i · C)/τ
(3.33)

, where fe,i · c+ computes the distance between the instance xi and its corresponding

cluster centroid c+, where c+ ∈ C. fe,i · C represents distances among xi and all

cluster centroids. τ is the temperature hyper-parameter.

The Proposed Instances Correlation Loss

Training re-ID model only using momentum contrast learning with Equation 3.33

still has two open problems. 1) The representations fe,i and C are less consistent in

updating states. More specifically, fe,i was extracted by the encoder in each training

iteration, but the C are generated by momentum encoders all over the past iteration.

Although the momentum update is performed after every iterations, the momen-

tum encoder is not fully made use of in the re-ID task. 2) The instance-to-instance
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Method
Market-1501 DukeMTMC-reID

mAP R-1 R-5 R-10 mAP R-1 R5 R-10
BUC (Lin et al., 2019) 29.6 61.9 73.5 78.2 22.1 40.4 52.5 58.2

HCT (Zeng et al., 2020) 56.4 80.0 91.6 95.2 50.7 69.6 83.4 87.4
MMCL (Wang and Zhang, 2020) 45.5 80.3 89.4 92.3 40.2 65.2 75.9 80.0

DSCE (Yang et al., 2021) 61.7 83.9 92.3 - 53.8 73.8 84.2 -
SpCL (Ge et al., 2020) 79.1 88.1 95.1 97.0 65.3 81.2 90.3 92.2

CAP (Wang et al., 2021) 79.2 91.4 96.3 97.7 67.3 81.1 89.3 91.8
Group Sampling (Han et al., 2021b) 79.2 92.3 96.6 97.8 69.1 82.7 91.1 93.5

ICE (Chen, Lagadec, and Bremond, 2021) 82.3 93.8 97.6 98.4 69.9 83.3 91.5 94.1
Ours 84.5 94.5 98.2 98.8 69.3 82.7 90.1 92.3

TABLE 3.19: Experimental results of our proposed method and state-
of-the-art fully unsupervised re-ID methods on Market-1501 and
DukeMTMC-reID. ICL: Instances Correlation Loss. The top result is

highlighted in bold and the second best result is shown in blue.

learning is ignored. Mining similarity relationship among instances is also beneficial

to re-ID model performance (Wang and Zhang, 2020; Tang and Jo, 2021). Thus, we

proposed an Instance Correlation Loss LICL to solve the inconsistency problem by

enforcing instance-to-instance learning in each training iteration.

Previous methods (Chen, Lagadec, and Bremond, 2021) designed an instance

contrastive loss to enforce instance-to-instance learning, in which only one hardest

positive and multiple negative samples are involved. It neglects the relationship

among positive samples. Instead of using contrastive loss, our proposed instances

of correlation loss involves multiple positive samples to increase intra-class com-

pactness.

For the mini-batch B, L2 normalized key K = {k1, ..., kNB} are additionally ex-

tracted by momentum encoder. We then compute cosine similarities to build corre-

lation matrix M = Fe · K⊤, size as NB × NB. M is bounded by [−1, 1]. The LICL is

computed by directly regress the M to target matrix T as follows,

LICL = ||M− T||2 (3.34)

, where T consists by −1 and 1, has same size with M as illustrated in Figure 3.19.

The rules of initialize T is simple. If two instances in B have same class ci, the corre-

sponding value in T equals to 1; Otherwise, the value equals to −1. The overall loss

of our proposed framework is the summation of Equation 3.33 and Equation 3.34.
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Method
MSMT17

mAP R-1 R-5 R-10
MMCL (Wang and Zhang, 2020) 11.2 35.4 44.8 49.8

DSCE (Yang et al., 2021) 15.5 35.2 48.3 -
SpCL (Ge et al., 2020) 19.1 42.3 55.6 61.2

CAP (Wang et al., 2021) 36.9 67.4 78.0 81.4
Group Sampling (Han et al., 2021b) 24.6 56.2 67.2 71.5

ICE (Chen, Lagadec, and Bremond, 2021) 38.9 70.2 80.5 84.4
Ours 42.4 72.7 82.0 85.2

TABLE 3.20: Experimental results of our proposed method and state-
of-the-art fully unsupervised re-ID methods on MSMT17.

Method
VeRi-776

mAP R-1 R-5 R-10
SpCL (Ge et al., 2020) 36.9 79.9 86.8 89.9

Ours (w/o LICL) 38.6 81.9 86.5 88.9
Ours 39.5 83.7 88.4 90.7

TABLE 3.21: Experimental results of our proposed method on vehicle
re-ID datasets VeRi-776.

Loss function
Market1501 DukeMTMC-reID

mAP Rank-1 mAP Rank-1
Baseline 83.3 93.6 66.9 81.5

Contrastive loss 83.9 93.8 67.5 82.0
ICL (Ours) 84.5 94.5 69.3 82.7

TABLE 3.22: Ablation study on using different loss functions for
instance-to-instance learning
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3.6.2 Experiments

Datasets and Evaluation Metrics

We evaluate the proposed method on three large-scale and mainstream person re-

id datasets, i.e., Market-1501 (Zheng et al., 2015b) (Market), and DukeMTMC-reID

(Zheng, Zheng, and Yang, 2017; Ristani et al., 2016) (Duke), and MSMT17 (Wei et al.,

2018b). The details are mentioned in Section 3.1.1. Moreover, vehicle re-id datasets

VeRi (Liu et al., 2016) is used, and the details are mentioned in Section 3.1.2. Two

evaluation metrics are mentioned in Section 3.1.3.

Implementation Details

ImageNet pre-trained ResNet-50 is used as the encoder and the momentum encoder.

A batch normalization layer and an L2-normalization layer are added after the last

global pooling layer of ResNet-50 to generate 2048-dimensional features. The input

images are resized to 256× 128× 3. The size of training mini-batch Nb is 32. The

network is trained by the Stochastic Gradient Descent (SGD) with a learning rate

of 0.00055, 50 epochs in total. Hyper-parameters m = 0.999, τ = 0.05, P = 12

are used in all experiments for fair comparisons, except in hyper-parameter analysis

experiments. The experiments are performed on one NVIDIA Titan 1080Ti GPU

with 11 GB of memory. The total training time is around 3 hours on Market and

Duke, and 6 hours on MSMT and Veri.

Comparisons with the State-of-the-Arts

The comparisons with the State-of-the-Arts fully unsupervised methods on Market-

1501, DukeMTMC-reID, and MSMT17 are reported in Table 3.19 and Table 3.20. On

Market-1501, our method achieves the best performance with mAP= 84.5% and

Rank-1 = 94.5%. Compared to the best fully unsupervised method ICE, our method

achieve good and competitive results on DukeMTMC-reID. Moreover, our method

outperforms ICE by 3.5% in mAP and 2.5% in Rank-1 in the largest and most dif-

ficult person re-ID datasets MSMT17. Comparisons are also performed in vehicle

re-ID dataset VeRi-776 in Table 3.21. We obtain Rank-1 = 83.7% and mAP= 39.5%,

which considerably outperforms SpCL. The superior performance indicates that the
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effectiveness of our proposed Irregular sampling and instance-to-instance learning

loss LICL.

Effectiveness of the Instances Correlation Loss

To test the validity of the proposed instances correlation loss, we compare it against

the baseline method and contrastive loss in (Chen, Lagadec, and Bremond, 2021).

The results are reported in Table 3.22. The baseline method only using LMCL to per-

form instance-to-centroids learning, which outputs unsatisfactory performance in

mAP= 83.3% and in Rank-1 = 83.6% on Market-1501, and in mAP= 66.9% and

Rank-1 = 81.5% on DukeMTMC-reID. Two instance-to-instance learning loss, in-

cluding contrastive loss and ICL, boost the model performance from the baseline.

The consistent improvements demonstrated the importance of mining information

among instances.

The idea of contrastive loss in (Chen, Lagadec, and Bremond, 2021) is to pull

the hardest neighbor closer and push all negative samples in the same mini-batch

away. Limited by the function of contrastive loss, only one positive sample can be

involved. Our proposed ICL involves all positive samples and negativate samples

by directly regressing the correlation matrix of each mini-batch to its target matrix.

The performance of ICL remarkably surpasses the contrastive loss.

3.6.3 Conclusion

In this work, we proposed a fully unsupervised object re-ID method, which can be

trained without using any labeled information. The current sampling strategies are

analyzed. Based on the drawbacks of existing methods, we propose an instances

correlation loss is proposed to enforce instance-to-instance learning with consistent

features. Experimental results on person and vehicle re-ID datasets show the effec-

tiveness of the proposed methods.
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3.7 Unsupervised Object Re-identification via Relative Hard

Samples Learning

The discrepancy in learning strategy causes the advantage of self-supervised con-

trastive learning mechanism to be not fully utilized in object re-ID tasks. One aspect

is hard sample learning. Previous works (Ge, Chen, and Li, 2020; Ge et al., 2020;

Hu, Zhu, and He, 2021; Chen, Lagadec, and Bremond, 2021) achieved impressive

performance by integrating unsupervised clustering algorithms (Ester et al., 1996)

and self-supervised contrastive learning (He et al., 2019; Wu et al., 2018), however

they did not fully exploit information of hard samples. To utilize hard samples and

mine more dicriminative information, recent works (Chen, Lagadec, and Bremond,

2021; Hu, Zhu, and He, 2021) proposed hard instance constrastive loss. Chen et al.

(Chen, Lagadec, and Bremond, 2021) performed contrastive learning between the

hardest positive sample and all negative samples in every training mini-batch. Hu

et al. (Hu, Zhu, and He, 2021) consider that mining hard negative samples within

the mini-batch is not enough, therefore they proposed a Hard-sample guided Hy-

brid Contrast Learning (HHCL) to mine more negative samples from all negative

clusters. The above methods (Chen, Lagadec, and Bremond, 2021; Hu, Zhu, and He,

2021) achieved state-of-the-art performance but they did not consider situations of 1)

multiple hardest positive samples and 2) the relative information between positive

and negative samples. Based on these two situations, we design an adaptive and

more stable hard sample selection method, called as Relative Hard Samples (RHS)

Selection, to enforce RHS learning in this paper. The MoCo-based self-supervised

contrastive learning framework (He et al., 2019) is adopted as the baseline frame-

work in this work. The illustration of our proposed framework is shown in Figure

3.20.

3.7.1 Related Work in Hard Sample Mining Strategy

The hard sampling mining strategy is widely used in many deep learning algo-

rithms. Recently, some methods (Chen, Lagadec, and Bremond, 2021; Hu, Zhu,

and He, 2021) incorporated the conception of hard sample mining into unsuper-

vised person re-ID task to further distinguish easily confused samples by pulling

hard positive samples closer and pushing hard negative samples away. Chen et al.
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(Chen, Lagadec, and Bremond, 2021) mined the hardest positive instance and all

negative instances in each mini-batch. To mine more negative samples, (Hu, Zhu,

and He, 2021) proposed to select global hard samples online from all negative clus-

ters rather than from a mini-batch. Our method also focuses on the hard sample

mining strategy. Our proposed mining strategy, RHS selection, is more flexible than

previous strategies by considering the statistical characteristics of each cluster.

Mini-batch 

Dataset 

class 
centroids

Gradient backward direction

� �

Momentum 
Encoder

instances

Centroid-towards 
Learning

Momentum 
Update

Irr
eg

ul
ar

 
Sa

m
pl

in
g

Encoder

Input
Preparation 

HPS Learning

� ���

Relative Hard 
Samples (RHS) 

Selection 

Sample learning direction

Relative Hard 
Samples Learning

Relative Hard Sample (RHS)
Operated in each training iterationOperated before each training epoch

DBSCAN

Nc

Nb

FIGURE 3.20: The illustration of the proposed fully unsupervised ob-
ject re-ID framework. Before every training epoch, cluster algorithm
DBSCAN (Ester et al., 1996) is used to roughly cluster every sam-
ple in the whole dataset into Nc classes. C = {c1, ..., cNc} represents
centroids of Nc classes. In every training iteration, the encoder is fine-
tuned according to C via centroids-towards learning and RHS learn-
ing, and the momentum encoder is updated by the encoder as Equa-

tion 3.33 by momentum update (He et al., 2019).

3.7.2 Proposed Method

Centroids-towards learning

Same as Section 3.6.1, the MoCo-based self-supervised contrastive learning frame-

work (He et al., 2019) is adopted as the baseline framework to perform momen-

tum contrast learning with InfoNCE loss (Oord, Li, and Vinyals, 2018) for centroids-

towards learning.
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FIGURE 3.21: The illustration of the proposed RHS selection. The
same color represents the samples containing the same identity.

Relative Hard Samples (RHS) Learning

Training re-ID model only using momentum contrast learning with Equation still

has three open problems. 1) The representations fe,i and C are less consistent in

updating states. More specifically, fe,i was extracted by the encoder in each training

iteration, but the C are generated by momentum encoders all over the past iteration

(He et al., 2019). 2) The instance-to-instance learning is ignored. Mining similarity

relationship among instances is also beneficial to re-ID model performance (Wang

and Zhang, 2020; Tang and Jo, 2021; Tang, Cao, and Jo, 2021). 3) Hard samples

are not exploited. Thus, we proposed a Relative Hard Samples (RHS) Learning to

solve the above problems. RHS learning is performed to enforce instance-to-instance

learning in each training iteration. We first introduce RHS selection, then RHS loss

LRHS.

RHS Selection: A reliable sample should have compactness with its intra-class

samples, and it also should have independence with its inter-class samples. There-

fore, our intuition is to select easily confused samples, i.e., hard positive samples

and hard negative samples, by measuring the intra-class distances and intra-class

distances. The illustrations of steps of the proposed RHS selection are shown in

Figure 3.21.

Step 1: Given a feature fe,1 of samples xi, we measure the intra-class distances

between xi and its intra-class samples by computing their cosine similarity, Dintra
i

denotes intra-class distances of xi. The inter-class distances of xi are measured by
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computing cosine simiarity between x and its inter-class centroids, Dinter
i denotes

inter-class distances of xi.

Step 2: The hard positive samples and hard negative centroids are selected by

comparing all distances in Dintra
i and Dinter

i . If there is an intra-class distance in Dintra
i

larger than the inter-class distance in Dinter
i , the intra-class sample is assigned as a

hard positive sample of xi, and vice versa. Specificallyif there is a inter-class distance

in Dinter
i larger than intra-class distance in Dintra

i , the intra-class centroid is assigned

as a hard negative sample of xi. We use Hhps
i represents the selected hard positive

sample of xi, and Hhns
i represents the hard negative samples of xi.

Step 3: The RHS learning are performed by minimizing the RHS loss as follows,

LRHS =

E[ ∑
pos∈Hhps

i

−log(
< pos, xi > /τh

< pos, xi > /τh+ < Hhns
i , xi > /τh

)] (3.35)

where <,> denotes cosine similarity of features of two samples, and τh is a temper-

ature hyper-parameter.

RHS Learning: By minimizing the Equation ??, the proposed LRHS can pull xi and

its multiple hard positive samples closer. Meanwhile, LRHS pushes xi and its hard

negative clusters away by pushing cluster centroids of the hard negative clusters.

With our proposed RHS selection, if a sample belongs to lower compactness and

lower independence cluster, the sample could have a higher probability to choose

more hard positive and hard negative samples. In other words, RHS learning in-

creases intra-class compactness and inter-class separability based on the characteris-

tics of samples.

The overall loss of our proposed framework is the summation of Equation 3.33

and Equation ??.

3.7.3 Experiments

Datasets and Evaluation Metrics

We evaluate the proposed method on three large-scale and mainstream person re-

id datasets, i.e., Market-1501 (Zheng et al., 2015b) (Market), and DukeMTMC-reID
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Method
VeRi-776

mAP R-1
SSML (Yu and Oh, 2021) 26.7 74.5

SpCL (Ge et al., 2020) 36.9 79.9
Ours (w/ IS) 39.9 85.2

Ours (w/ IS & RHS Learning) 40.4 85.1

TABLE 3.23: Experimental results of our proposed method and other
fully unsupervised re-ID methods on vehicle re-ID datasets VeRi-776.

Method
Market-1501 MSMT17

mAP Rank-1 mAP Rrank-1
BUC (Lin et al., 2019) 29.6 61.9 - -

HCT (Zeng et al., 2020) 56.4 80.0 - -
MMCL (Wang and Zhang, 2020) 45.5 80.3 11.2 35.4

DSCE (DSCE) 61.7 83.9 15.5 35.2
SpCL (Ge et al., 2020) 79.1 88.1 19.1 42.3

CAP (Wang et al., 2021) 79.2 91.4 36.9 67.4
GS (Han et al., 2021b) 79.2 92.3 24.6 56.2

ICE (Chen, Lagadec, and Bremond, 2021) 82.3 93.8 38.9 70.2
CCL (Dai et al., 2021) 82.1 92.3 27.6 56.0

HHCL (Hu, Zhu, and He, 2021) 84.2 93.4 - -
Ours (w/ IS) 83.4 93.9 40.2 71.3

Ours (w/ IS & RHS Learning) 84.5 94.3 42.4 72.7

TABLE 3.24: Experimental results of our proposed method and other
fully unsupervised re-ID methods on two person re-ID datasets. The

top result is highlighted in bold.
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(Zheng, Zheng, and Yang, 2017; Ristani et al., 2016) (Duke), and MSMT17 (Wei et al.,

2018b). The details are mentioned in Section 3.1.1. Moreover, vehicle re-id datasets

VeRi (Liu et al., 2016) is used, and the details are mentioned in Section 3.1.2. Two

evaluation metrics are mentioned in Section 3.1.3

Implementation Details

ImageNet pre-trained ResNet-50 is used as the encoder and the momentum encoder.

A batch normalization layer and an L2-normalization layer are added after the last

global pooling layer of ResNet-50 to generate 2048-dimensional features. The input

images are resized to 256× 128× 3. The size of training mini-batch Nb is 32. The

network is trained by the Stochastic Gradient Descent (SGD) with a learning rate of

0.00055, 50 epochs in total. Hyper-parameters m = 0.999, τ = 0.05, are used in all

experiments for fair comparisons.

Other hyper-parameters are selected for each datasets for achieving the best per-

formance. In VeRi-776, P = 20 and τ = 0.15. In Market-1501, P = 16 and τ = 0.1.

In MSMT17, P = 8 and τc = 0.1. The model performance with different P and τh are

reported in Figure 4 and Table IV.

The experiments are performed on one NVIDIA Titan 1080Ti GPU with 11 GB of

memory. The total training time is around 3 hours on Market-1501, and 6 hours on

MSMT17 and VeRi-776.

Comparisons with The State-of-the-Arts in Three Datasets

The comparisons with the State-of-the-Arts fully unsupervised methods on one ve-

hicle re-ID dataset VeRi-776 in Table 3.23. We obtain mAP= 40.4% and Rank-1 =

85.1%, which considerably outperforms SpCL. The superior performance indicates

the effectiveness of our proposed Irregular sampling and RHS selection and Learn-

ing by LRHS.

Comparisons are also performed in two person re-ID datasets, i.e., Market-1501

and MSMT17, which are reported in Table 3.24. On Market-1501, our method achieves

the best performance with mAP= 84.5% and Rank-1 = 94.3%. Compared to the best

MoCo-based re-ID method IC, our method achieves good and competitive results.
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τh
Market-1501 VeRi-776

mAP Rank-1 mAP Rrank-1
0.05 83.3 93.2 39.4 83.8
0.10 84.5 94.3 40.1 85.0
0.15 84.0 93.7 40.4 85.1
0.20 83.7 93.8 39.9 85.5
0.25 83.8 93.6 39.5 85.0

TABLE 3.25: Experimental results of our proposed method with dif-
ferent values of τh.

Method mAP Rank-1
Baseline 83.4 93.9

Hard Instance Contrastive Loss (Chen, Lagadec, and Bremond, 2021) 83.9 93.8
RHS Loss (Ours) 84.5 94.5

TABLE 3.26: Ablation study on using different loss functions for hard
sample learning on Market-1501.

Specifically, our method outperforms ICE by 3.5% in mAP and 2.5% in Rank-1 in the

largest and most difficult person re-ID datasets MSMT17.

3.7.4 Ablation Studies

Comparison with different τh

The τh is a temperature hyper-parameter in Equation 3.35, which controls the strength

of penalties on hard negative samples (temp). More specifically, small τh tends to

concentrate more on hard negative samples, and large τh tends to concentrate more

on hard positive samples. We finally set τh = 0.15 for VeRi-776, and τh = 0.10 for

Market-1501.

Comparison with other hard sample learning methods

To test the validity of the proposed hard sample learning methods RHS learning,

we compare it against the baseline method and Hard Instance Contrastive loss in

(Chen, Lagadec, and Bremond, 2021). The results are reported in Table 3.26, in where

our proposed irregular sampling is adopted. The baseline method only uses LC to

perform centroids-towards learning, which outputs performance in mAP= 83.4%

and in Rank-1 = 93.9% on Market-1501.
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Two hard samples learning losses, including hard instance contrastive loss (Chen,

Lagadec, and Bremond, 2021) and our proposed RHS Loss, boost the model perfor-

mance from the baseline. The consistent improvements demonstrated the impor-

tance of mining information among instances. The idea of loss in (Chen, Lagadec,

and Bremond, 2021) is to pull the hardest neighbor closer and push all negative

samples in the same mini-batch away. Limited by the function of contrastive loss,

only one positive sample can be involved. Our proposed RHS loss in Equation ??

can involve multiple positive samples and negative samples. Moreover, the pro-

posed RHS selection automatically selects hard positive samples and hard negative

samples for each sample according to the statisticalcharacteristics of the sample, i.e.,

intra-class distances and inter-class distances. Intuitively, a sample in a low com-

pactness and independence cluster could have a higher proportion of RHS learning

by choosing more hard positive and hard negative samples. The performance of

RHS loss remarkably surpasses the hard instance contrastive loss (Chen, Lagadec,

and Bremond, 2021). which demonstrates the effectiveness of the proposed RHS

loss.

3.7.5 Conclusions

In this work, we proposed a fully unsupervised object re-ID method, which can be

trained without using any labeled information. Relative hard sample learning is

proposed to adaptively increase intra-class compactness and inter-class separability

based on the characteristics of samples. Experimental results on one vehicle and two

person re-ID datasets show the effectiveness of the proposed methods.
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Chapter 4

Supervised Object Search System

The specific object search is the foundation of a wide range of applications in intel-

ligent security and surveillance systems. The object re-id aims to retrieve images

containing the same identity. Although extensive object re-id methods (Zhou et al.,

2019; Tang and Jo, 2021; Tang, Cao, and Jo, 2021; Wang and Zhang, 2020; Zhong

et al., 2019) have been proposed, recent researchers (Xu et al., 2014; Xiao et al., 2017;

Zhang, Li, and Zhang, 2021) found out that there is still a big gap between the object

re-id system setting and real-world application. The object re-id systems are trained

using well-cropped images, as shown in Figure 4.1 (a). However, object detectors

might produce wrong-cropped images in practical applications. To close the gap,

recent researches (Xu et al., 2014; Xiao et al., 2017; Zhang, Li, and Zhang, 2021; Yan

et al., 2021; Li and Miao, 2021; Chen et al., 2020) tend to solve object detection and

re-id jointly, namely object search.

An comparison illustration of the object search system is shown in Figure 4.1 (b).

The object search system aims to detect the specific object regions from realistic and

uncropped images. Then, based on detected object regions, the system retrieves the

specific object regions that contained the same identity as a query image by matching

detected regions with query images.

The person search can be considered as an integrated task of person detection

and person re-identification. The existing person search framework can be summa-

rized into two categories: two-step framework and end-to-end framework. Two-

step methods (Chen et al., 2018; Han et al., 2019) tackled the detection and re-id with

two separate models. End-to-end methods (Xiao et al., 2017; Zhang, Li, and Zhang,

2021; Yan et al., 2021; Li and Miao, 2021; Chen et al., 2020) unified detection and re-id

tasks in one model by attaching the original detection and re-id branches parallelly.
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FIGURE 4.1: Illustration of the object re-ID and search system.

In general, two-step methods yield better performance but they are time-consuming

and heavy, and end-to-end methods are faster and simpler but they can not obtain

satisfactory re-id results. It is because the inconsistent objectives (Chen et al., 2018;

Liang et al., 2020; Han, Ko, and Sim, 2021b; Zhang et al., 2021) between detection

and re-id. More specifically, detection tends to produce similar features for person

regions to distinguish them from backgrounds, but re-id tends to produce different

features for person regions to further subdivide them into identities.

Chen et al. (Chen et al., 2018) first revealed the above goal conflict between the

detection and re-ID. They argued that sharing features between the detection and

re-ID tasks is not appropriate and therefore two-step methods yield better perfor-

mance than end-to-end methods. Chen et al. presented a Mask-Guided Two-Stream

(MGTS) method to eliminate the conflict. Wang et al. (Wang et al., 2020) considered

the consistency between detection and re-ID stages and introduced a Task-Consist
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Two-Stage (TCTS) framework. Recent end-to-end works also start to tackle the goal

conflict between detection and re-id and further improve the person search perfor-

mance. Chen et al. (Chen et al., 2020) proposed a Norm-Aware Embedding to de-

compose embedding into norm and angle for detection and re-id respectively. Li

et al. (Li and Miao, 2021) proposed a Sequential End-to-end Network (SeqNet),

which employed an extra detection head to provide high-quality Region of Interests

(RoIs) and embedding for re-id. Han et al. (Han, Ko, and Sim, 2021b) proposed an

Adaptive Gradient Weighting Function (AGWF) to control the weight of the back-

propagated gradients according to the quality of detection results.

4.1 Literature Review

4.1.1 The Online Instance Matching (OIM)

The Online Instance Matching (OIM) loss (Xiao et al., 2017) is widely used in tra-

ditional person search methods. For a dataset with N numbers of identity classes,

a N × 256 sized look-up table M is built and maintained to store features for N

classes.M is updated in every training iteration by θ as follows,

Mt[i] = αMt−1[i] + (1− α)θ (4.1)

where the superscript t denotes the t-th training iteration. α ∈ [0, 1], is the updating

rate. i indicates the identity class of θ. During the whole training process. Then,

the similarity s of the current input image and N identity classes can be computed

using M. OIM loss aims to pull θ close to its identity class i and push θ far away

from other identity classes. In other words, when the similarity between θ andM[i]

is high and the similarities between θ and other features inM is low, the OIM loss

is small. OIM loss is defined as follows,

L3
oim = −log

exp(< θ,M+ >)/τ

∑ exp(< θ,M >)/τ
(4.2)

where <,> denotes cosine similarity of features, restricted between [1, 1]. M+ =

M[i] is the i-th class that θ belongs to. τ is a temperature hyper-parameter. < θ,M >

is a N-dimensional vector, indicates the similarity between θ and N identity classes.
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4.1.2 Sequential End-to-end Network (SeqNet)

SeqNet extracts the 2048d features using Faster RCNN (Ren et al., 2015), which con-

tains a backbone network ResNet50 (He et al., 2016), a Region Proposal Network

(RPN).

During training step, there are four loss in SeqNet, i.e., L1
reg, L1

cls, L2
reg, L2

cls. Super-

scripts 1 and 2 indicate the first and second head of SeqNet, and subscripts reg and cls

indicate the regression and classification loss, respectively.

For an input image x, 128 numbers of proposals are selected then aligned into

1024 × 14 × 14 RoIs by RoIAlign. The res5 in ResNet50 extracted these RoIs into

2048d features to calculate the box regression loss. Following the previous work

NAE (Chen et al., 2020), 256d features f is extracted from 2048d by fully connection

to perform classification and re-id loss. To overcome the goal conflict between the

classification and re-id, NAE (Chen et al., 2020) decomposing f into norm r and

angle θ in the polar coordinate system as follows:

f = r · θ (4.3)

where norm r is 1d value and angle θ is a 256d unit vector. To represent classification

confidence using r ∈ [0,+∞), NAE normalize it to |r| ∈ [0, 1]. Four losses, i.e.,

regression loss L3
reg, classification loss L3

cls, online instance matching L3
oim for re-id,

and the proposed BFCL L3
b f cl are used in the third head. The total learning objective

function is then formulated as,

L = λ1L1
reg + λ2L1

cls + λ3L2
reg + λ4L2

cls+

λ5L3
reg + λ6L3

cls + λ7L3
oim + λ8L3

b f cl

(4.4)

Following the SeqNet, λ1 = 10, and the others are set to 1.
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FIGURE 4.2: Examples of backgrounds (red boxes) and foregrounds
(green boxes) RoIs in (a)-(c) three different input images. The number
at the top left corner represents the identity i. i = 0 indicates back-
ground, and i > 0 indicates foreground. Different i means different

identity.

4.2 Proposed Person Search via Background and Foreground

Contrastive Learning

4.2.1 The Proposed BFCL loss

In this section, we revisit the end-to-end person search network SeqNet in Section

4.1.2. The SeqNet is the baseline framework of our work. Then, we introduce the

overview of person search architecture and the proposed Background and Fore-

ground Contrastive Loss (BFCL) in detail.

Architecture Overview

SeqNet (Li and Miao, 2021) with OIM (Xiao et al., 2017) loss is the baseline frame-

work of our work. The architecture of the SeqNet with our proposed BFCL is illus-

trated in Figure 4.3.

Although previous methods achieved good results, the relationship among RoIs
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FIGURE 4.3: The architecture of the proposed person searching
framework. The component in yellow is newly proposed by us. Our
proposed Backgrounds and Foregrounds Contrasting Loss L3

b f cl aims
to push an RoI far away from other RoIs with different i and back-

grounds.

of an image has not been explored. OIM loss can be considered as class-based learn-

ing by pulling a feature closer to its corresponding class feature but OIM loss did not

consider the relationship among RoIs of an image. Intuitively, an input image has

its own characteristic patterns and therefore RoIs from the image have high proba-

bilities of containing similar patterns. Three examples are illustrated in Figure 4.2.

The RoIs in Figure 4.2 (a) mainly contain sky, grassland, or stone. RoIs in Figure

4.2 (b) contain desert. RoIs in Figure 4.2 (c) contain a stage with green light. More-

over, person regions (foregrounds) from the same image are more difficult to classify

than person regions from different images because of similar patterns. The similar

patterns lead the RoIs from the same image to be more difficult to classify. There-

fore, we explore the relationship among RoIs additionally to help the model learn

discriminative identity features from the foreground. To address this issue, we pro-

pose Background and Foreground Contrastive Loss (BFCL) to further boost re-id

performance by leveraging inter-RoIs pairwise similarity. With the help of BFCL,

the person search model is able to differentiate similar RoIs for re-id. The learning

directions of the proposed BFCL loss are illustrated in Figure 4.3 (b).

For one RoI feature θ in an input image, the BFCL is computed as follows,

L3
b f cl =

1
|θ+|

|θ+|

∑
1
−log

exp(< θ, θ+ >)/τc

∑ exp(< θ,U >)/τc
(4.5)
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where U = {θ1, ..., θ128} indicates the collection of all IoU features in one input im-

age. θ+ indicates the positive RoIs in U that have the same class with θ. Intuitively,

the above L3
b f cl encourages the θ to approach its positive RoIs, and leave its negative

RoIs.

4.2.2 Experiments

The experiments are performed on two widely used datasets, CUHK-SYSU (Xiao

et al., 2017) and PRW (Zheng et al., 2017). (Chen et al., 2018).

Datasets

CUHK-SYSU: CUHK-SYSU (Xiao et al., 2017) contains two data sources to diversity

the scenes. The first one contains street snaps in an urban city, is shot by hand-

held cameras. The second data source is collected from movie snapshots, which

contain person images with abundant variations of viewpoints, lighting, and back-

ground conditions. StreetSnap images and MovieTV screenshots. The datasets con-

tains 18, 184 uncropped images, 96, 143 person bounding boxes with 8, 432 labeled

identities in total. The training set has 11, 206 images, 55, 272 persons with 5, 532 dif-

ferent identities. The test set has 6, 978 images, 40, 871 persons with 2, 900 different

identities.

PRW: PRW (Zheng et al., 2017) are collected in Tsinghua university for about

10 hours with 6 cameras. The PRW aims to simulate real-world situations where

pedestrians appear or disappear in different cameras. The datasets contains 11, 816

uncropped images, 43, 110 person bounding boxes with 484 labeled identities in to-

tal. Both CUHK-SYSU and PRW contain unlabeled identities. For example. In our

paper, unlabeled identities are used in regression and classification losses but not

used in re-id and our proposed BFCL.

Evaluation Metrics: Same with re-id task, two evaluation metrics are used to

measure model performance. The first one is Mean Average Precision (mAP) (%).

Another one is the Cumulative Matching Characteristic (CMC) curve. The CMC

(%) of Top-1 is reported, which represents the probability of top-1 ranked gallery

samples containing the query identity. Following the previous works, the detection
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evaluation metrics are not used to evaluate the performance of the person search

model.

Implementation Details: Faster R-CNN (Ren et al., 2015) is adopt as the back-

bone network, in which ResNet-50 (He et al., 2016) pretrained on ImageNet is used.

The SeqNet (Li and Miao, 2021) is the baseline framework of our method. The back-

bone network contains the res1, res2, res3, and res4 blocks of ResNet-50, and the

output features of res4 are used for the first prediction head. The output features of

res5 are used for the second prediction head.

The input images are resized to 900× 1500. The batch size is 5. The network is

trained by the Stochastic Gradient Descent (SGD) with a learning rate of 0.003 which

is warmed up during the first epoch and decreased by 10 at the 16-th epoch. The

model is trained for 20 epochs in CUHK-SYSU and 18 epochs in PRW. The circular

queue size of OIM is not used here because the circular queue did not enhance model

performance consistently in two datasets, the experimental results are reported in

Table I. The updating rate α in Equation 4.1 and τ in Equation 4.2 are set to 0.5 and

1/3, respectively.

The experiments are performed on one NVIDIA Tesla V100 GPU with 32 GB of

memory. The total training time is around 24 hours on CUHK-SYSU, and 17 hours

on PRW.

Ablation Study

Ablation studies are performed to demonstrate the effectiveness of the proposed

BFCL and analyze the effectiveness of different temperature values τc.

Effectiveness of Circular Queue (CQ): We implement the analysis of Circular

Queue (CQ) (Xiao et al., 2017) on SeqNet-base model (Li and Miao, 2021). The re-

sults are reported in Table 4.1. Our re-implementation of the SeqNet model without

CQ is notated as “SeqNet-base” in Table 4.1. Xiao et al. (Xiao et al., 2017) proposed

CQ to store the features of unlabeled identities situation. They demonstrate the ef-

fective use of CQ in their framework. However, we found out CQ did not enhance

SeqNet performance consistently in two datasets, as reported in “SeqNet-base” and

“SeqNet-base + CQ” in Table 4.1. Adding CQ to SeqNet-base yields a gain of +0.3
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Methods
CUHK-SYSU PRW
mAP Top-1 mAP Top-1

SeqNet-base 93.6 94.1 47.2 83.6
SeqNet-base + CQ 93.9 94.5 46.7 83.4
SeqNet-base + BFCL 94.0 94.6 48.7 84.4

TABLE 4.1: Ablation experiments on CQ: Circular Queue (Xiao et
al., 2017) and BFCL: our proposed Background and Foreground Con-

trastive Loss.

τc in Equation 4.5
CUHK-SYSU PRW
mAP Top-1 mAP Top-1

0.03 94.0 94.6 48.5 84.1
0.05 93.6 94.2 48.7 84.4
0.10 92.7 93.5 47.9 84.1

TABLE 4.2: Performance of our framework with different values of τc
in Equation 4.5.

in mAP and +0.4 in Top-1 in CUHK-SYSU but decreases −0.5 in mAP and −0.2 in

Top-1 in PRW. Therefore, The CQ is not used in our paper.

Effectiveness of Proposed BFCL: We implement the analysis of our proposed

BFCL on SeqNet-base model (Li and Miao, 2021). The results are reported in Ta-

ble 4.1. It is clear that adding BFCL to the SeqNet-base yields consistent gain in two

datesets. Specifically, Adding BFCL to SeqNet-base yields a gain of +0.4 in mAP

and +0.5 in Top-1 in CUHK-SYSU but decreases +1.5 in mAP and +0.8 in Top-1 in

PRW.

Comparison with Different Temperature τc in Equation 4.5: Almost all contrastive

learning-based methods (Chen, Lagadec, and Bremond, 2021; He et al., 2019; Li and

Miao, 2021) used the temperature value and have similar effects. (Wang and Liu,

2021) demonstrated the contrastive loss is a hardness-aware loss function, and the

temperature value τc controls the strength of penalties on hard negative samples.

Small τc tends to pay more attention to the hard negative samples. Large τc tends

to pay less attention to the hard negative samples, in other words, less sensitive

to the hard negative samples. Our person search framework performance in two

datasets with different temperature τc are reported in Table 4.2. For CUHK-SYSU,

when τc = 0.03, our framework achieves the best results 94.0% in mAP and 94.6%

in Top-1. For PRW, when τc = 0.05, our framework achieves the best results 48.7%

in mAP and 84.4% in Top-1. The different optimal value of τc in CUHK-SYSU and

PRW demonstrates that paying more attention to the hard negative samples helps
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Method Reference
CUHK-SYSU PRW
mAP Top-1 mAP Top-1

OIM (Xiao et al., 2017) CVPR17 75.5 78.7 21.3 49.9
NAE (Chen et al., 2020) CVPR20 91.5 92.4 43.3 80.9
AGWF (Han, Ko, and Sim, 2021b) ICCV21 93.3 94.2 53.3 87.7
AlignPS (Yan et al., 2021) CVPR21 93.1 93.4 45.9 81.9
SeqNet (Li and Miao, 2021) AAAI21 93.8 94.6 46.7 83.4
BFCL Ours 94.0 94.6 48.7 84.4

TABLE 4.3: Comparison with state-of-the-art methods on two person
searching datasets. The top result is highlighted in bold.

model performance in CUHK-SYSU. On the other hand, paying less attention to the

hard negative samples helps model performance in PRW.

Comparison with the state-of-the-art Methods

We compare our method against state-of-the-art person search models in CUHK-

SYSU and PRW in Table 4.3. As the baseline of recent person search works (Chen

et al., 2020; Yan et al., 2021; Li and Miao, 2021), OIM (Xiao et al., 2017) is the first pa-

per that proposed Online Instance Matching (OIM) loss function to end-to-end train

the re-id with detection jointly. NAE (Chen et al., 2020) notice the end-to-end train-

ing strategy enhance the goal conflict between detection and re-id, therefore NAE

(Chen et al., 2020) decompose feature f into norm r and angle θ. Based on two head

method NAE, SeqNet (Li and Miao, 2021) added one prediction head to improve

the detection accuracy for providing high-quality RoIs. Based on SeqNet, our pro-

posed BFCL further boosts the person search performance in both CUHK-SYSU and

PRW datasets, especially in PRW. The consistent improvements demonstrate the ne-

cessity of mining relationships among RoIs of an image and the effectiveness of our

proposed BFCL.

4.2.3 Conclusion

We introduced an end-to-end person search model in this paper. To strengthen the

re-id capability of the model, we propose a Background and Foreground Contrastive

Loss (BFCL) which can leverage similarity relationships among RoIs to learn to dis-

tinguish similar backgrounds and foregrounds. Moreover, we demonstrate that the

widely used CQ can not enhance the performance of our model consistently in two
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datasets. In the future, we wish to integrate the proposed algorithm in high-level

video surveillance tasks.
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Chapter 5

Weakly Supervised Object Search

System

In the past decade, object search works mostly focused on supervised learning,

which achieved significant progress (Li and Miao, 2021; Chen et al., 2020; Xiao et

al., 2017). The supervised object search requires substantial labeled training data for

satisfying performance. The training process of supervised object search requires

strong supervision in terms of bounding boxes and identity information. However,

it is expensive and time-consuming to annotate bounding boxes, especially in label-

ing identities across multiple cameras. More specifically, large-scale labeled training

data is often difficult to collect, especially for identities. A lot of existing researches

have been dedicated to train the model with incomplete labeled (Zhong et al., 2019)

or fully unlabeled dataset (He et al., 2019; Chen, Lagadec, and Bremond, 2021) in

the object re-ID field. However, relevant researches are missing in the field of per-

son search. To fill the gap, some recent works focus on using the weakly supervised

object search method (Han et al., 2021a; Han, Ko, and Sim, 2021a). Comparisons

between fully supervised setting and weakly supervised setting are illustrated in

Figure 5.1.

As shown in Figure 5.1 (a), some identity annotations have lacked in original

person search datasets CUHK-SYSU (Xiao et al., 2017) with the supervised setting.

As shown in Figure 5.1 (b), only the positions of bounding boxes are provided. In

other words, the weakly supervised setting alleviates the burden of obtaining manu-

ally labeled identities. Without human-annotated correct identity labels, the person

search system is difficult to learn robust and discriminative features for re-ID.
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(a) Supervised setting

(b) Weakly supervised setting

ID1 ID2 ID3 ID4 ID5 ID6 ID7

Unlabeled ID

FIGURE 5.1: Comparisons between two person search settings. (a)
Supervised setting. The images are annotated with both bounding
boxes and person identities. Note that some identity annotations
have lacked in original person search datasets. (b) The proposed
weakly supervised setting. The images only have bounding box an-

notations.

5.1 Weakly Supervised Object Search with Region Siamese

Networks

(Han et al., 2021a) set up a strong and effective weakly supervised baseline termed

Region Siamese Networks (R-SiamNets), which learns useful representations for

person re-id in the absence of identity labels. They supervise the R-SiamNet with

instance-level consistency loss and cluster-level contrastive loss. The architecture of

R-SiamNet is illustrated in Figure 5.2.

There are two branches in R-SiamNet. The upper branch is fed with the whole

scene image and then extracts the RoI features of the person region. The below

branch is fed with the cropped person region and then extracts its features. Based

on these two branches, there are two consistent learning strategies. The first consis-

tency learning strategy is instance-level consistency learning. The R-SiamNet is con-

strained to extract consistent features from the whole scene image and the cropped

person region. The second consistency learning strategy is inter-instance similarity
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FIGURE 5.2: Illustration of our R-SiamNet (Han et al., 2021a)

consistency learning. Moreover, cluster-level contrastive learning is introduced for

clustering and separating instances in every training iteration.

5.1.1 Instance-Level Consistency Learning

The upper branch, called as search path, is fed with the whole scene image and

then extracts the RoIs features of person regions. The output features of search path

are denoted as Fs = { f s
1 , ... f s

B}. The below branch, called as instance path, is fed

with the well-cropped person regions. The cropped person regions are cropped by

the bounding box labels. The L2-normalized output features of instance path are

denoted as Fi = { f i
1, ... f i

B}. B is the number of cropped regions in a mini-batch in

each training iteration. Two consistency learning strategies are designed using Fs

and Fi: self-instance consistency loss and inter-instance similarity consistency loss.

Self-instance consistency loss: Self-instance consistency loss is proposed to max-

imum the cosine similarity of each set of corresponding terms in Fs and Fi as follows,

Lins =
1
B

i=1

∑
B
(1− < f s

i , f i
i >) (5.1)

, where <,> indicates the cosine similarity of two features.

Inter-instance similarity consistency loss: Inter-instance similarity consistency

loss is proposed to learn the relationship among different features. The similarity

matrix Ss ∈ RB×B is computed by Ss = Fs × F⊤s . In the same way, The similarity
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matrix Si ∈ RB×B is computed by Si = Fi × F⊤i . The aim of Inter-instance similar-

ity consistency loss is to keep the consistency of Ss and Si. The Kullback–Leibler

divergence (KL divergence) are used as follows,

Lint = DKL(Ss||Si) + DKL(Si||Ss) (5.2)

5.1.2 Cluster-Level Contrastive Learning

To striking a balance between clustering and separation, pseudo labels are assigned

to each instance by find their positive and negative samples. A positive sample xp
j

of an instance xj should satisfy two conditions simultaneously.

1. xp
j and xj should come from different whole scene image.

2. xp
j is the nearest neighbor of xj or xj is the nearest neighbor of xj.

Following previous works (SimSLR; Wang and Zhang, 2020; Zhong et al., 2019;

Lin et al., 2020), a memory bank M is adopted to store the embeddings of all in-

stances in dataset, where M ∈ RN×d. d denotes the feature dimensions. Memory

bank is updated after each training iteration to ensure the up-to-date information

using Mt ← λMt + (1 − λ)Fs. Based on the memory bank, the cluster-level con-

trastive loss are use to enforce clustering and separating instances as follows,

Lcls = log[1 +
i=1

∑
K

j=1

∑
J

exp((sj
n − si

p)/τ)] (5.3)

, where τ is the scale factor. si
p is similarity between current instance and its positive

samples. sj
n is similarity between current instance and its negative samples. The

Equation 5.3 aims to make the si
p greater than sj

n.

In summary, the overall training objective is the summation of Equation 5.1,

Equation 5.2, and Equation 5.3 and the detection loss.
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Chapter 6

Conclusion

The works in this thesis focus on researching object re-id and search systems in in-

telligent surveillance systems. Object re-id and search systems, concentrated in the

field of the person and vehicle re-id and search, which have been broadly used in

academics and quite a few industry implementations, such as the person and vehicle

tracking and search, persons and vehicles behavior analysis, detecting and identify-

ing abnormal actions or situations, crime and terrorism identification, etc.

Object re-ID, including person and vehicle re-ID, aims to re-identify the specific

object across multiple non-overlapping cameras. The object re-id system is trained

to match a query image with the human manually cropped and well-cropped im-

ages and thus it is far from real-world applications. However, object detectors in

intelligent systems might produce wrong-cropped images in practical applications,

which leads to a bad re-id performance.

Therefore, training a system which able to identify a specific object from full

scene images is closer to the real-world applications, therefore we further investigate

object search systems in this manuscript. Object search integrates detection and re-

ID tasks into one model and therefore it is more realistic and applicable in real-world

practical applications.

In order to further increase the practicability of the system, we also focus on

investigating the unsupervised learning strategy. We focus on combining the super-

vised detection methods and unsupervised object re-ID methods. In other words,

only coordination of bounding boxes is provided and identity information is un-

knowable. Unsupervised learning does not require annotating the identity for each

person or vehicle image. Moreover, it is relatively easier to acquire a large amount
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of unlabeled data by public surveillance systems in the real world. Therefore, it is

closer to real-world applications in intelligent surveillance systems.

In a summary, we improve the performance of the unsupervised object re-ID sys-

tems in three ways: (1) sampling strategy, (2) generated pseudo labels refinement,

and (3) loss function design. We improve the performance of the object search sys-

tem in two ways: (1) usage of unlabeled targets and (2) loss function design. Several

aspects including speed improvement and quality enhancement are left as future

works as described in the following section.

6.1 Future Works

In the future, we mainly focus on below three aspects to enforce the practicability of

object re-id and search in intelligent surveillance systems.

1. Integrating the object search system into low-cost devices. Currently, the ex-

isting object search system is trained and run on GPU, which is expensive and

heavy for most surveillance systems. Therefore, performing object search ex-

periments with low-cost devices are left as future work.

2. Searching for a more autonomous and adaptive matching (retrieval) strategy in

evaluation. The existing matching strategy is not practically applicable in real-

world applications. One strategy in the existing methods is to use the nearest

neighbor but it will fail when the target does not exist. Another strategy is to

use a fixed similarity threshold but it might predict multiple results. There-

fore, designing a more practical retrieval strategy for real-world surveillance

systems is left as future work.

3. Applying weakly supervised object searching in real-world surveillance sys-

tems. Compared with it is relatively easier to acquire a large amount of unla-

beled and suitable data by public surveillance systems in the real world.
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