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Abstract 

In recent decades, electro-hydraulic actuator (EHA) is widely used in the model industry 

(i.e., aerospace systems, construction machines, robotic manipulators, and ships) due to their 

high-power weight ratio, low cost, efficient handling of heavy loads, and reliability. However, 

some negative factors affect the performance system such as nonlinear features, modeling 

uncertainties, and especially faults. In the EHA, the possible faults have normally happened 

relating to the mechanism, electronic amplifiers, servo valves, hydraulic cylinders, sensor 

components, or power supply with different features, which are divided into: sensor fault, 

component fault, and actuator fault. Therefore, this thesis develops a robust fault diagnosis and 

fault-tolerant tracking control scheme to not only overcome the influences of lumped 

disturbances/uncertainties and faults but also warrant stability, safety, and reliability. 

In this thesis, various adaptive fault-tolerant controllers are proposed for a typical EHA 

in the presence of lumped disturbances, actuator fault (i.e., internal leakage fault and partial 

loss of effectiveness fault), and sensor fault. To construct the suggested controller, an 

observer-based (i.e., nonlinear unknown input observer, time delay estimation, extended state 

observer, nonlinear observer) is developed to effectively identify the sensor/actuator fault. 

Furthermore, various control strategies such as, conventional control, intelligent control, and 

modern control are applied to tackle the effect of the sensor/actuator fault. The integration of 

the above-mentioned techniques (i.e., observer-based, advanced control algorithm) is 

investigated to obtain acceptable tracking performance, robustness as well as fast 

convergence. The stability of the closed-loop system is proven by Lyapunov theory. Finally, 

the capability and effectiveness of the proposed approach are validated via the simulation and 

experiment results under different faulty scenarios. 
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CHAPTER 1  

INTRODUCTION 

1.1 Overview 

Nowadays, with the development of modern industrials, the hydraulic actuator has been 

the most popular and widely used in many applications such as robotic manipulators, ships, 

aerospace systems, construction machinery, and so on. These applications are illustrated 

in Figure 1.1. Although this actuator has outstanding advantages of a high-power-to-weight 

ratio, high accuracy, cost, and fast response, the model uncertainty is a big challenge in 

ensuring operational efficiency. In detail, the hydraulic system always exists parametric 

uncertainties, external disturbance, and unmodeled nonlinearities as well as faults [1-4].  
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Figure 1.1 Various applications of EHA 



 
 

2 
 

In order to improve the system performance, the disturbance is not only needfully 

suppressed but also compensated by assisted techniques such as extended state observer [5], 

[6], neural network (NN) approximators [7-10] fuzzy logic system (FLS) [11],  time-delay 

estimation (TDE) [12], [13], etc. In a certain way, the disturbances or uncertainties can be 

considered as faults, which seriously affect system performance and safety [14]. In an electro-

hydraulic actuator (EHA), the possible faults have normally happened relating to the 

mechanism, electronic amplifiers, servo valves, hydraulic cylinders, sensor components, or 

power supply with different features [3]. For the closed-loop control in complex systems such 

as aircraft, construction machines, automobiles, serious accidents may occur due to system 

faults. Hence, the fault-tolerant controller (FTC) is developed to deal with the impact of faults 

on the system which can be classified into three main types [15]: component fault, sensor fault 

and actuator fault. In this thesis, the latter two faults will be studied. 

In the engineering system, a measurement part plays an especially key role in the 

tracking control. For instance, the sensor fault could be happened in position sensors, pressure 

sensors, load cells in the hydraulic robot [16], in generators and rotor speed sensors of a wind 

turbine [17], in the sensor measuring jacket temperature of chemical plants [18], and on 

voltage sensors, current sensors and speed sensor of the electrical traction system [19], etc. 

Thus, any sensor fault occurs in the overall system that can affect significantly tracking 

performance [20], [21]. Inspired by fault estimation techniques, the alarm system failures and 

the suitable acts are decided as soon as possible to avoid heavy damage and dangerous 

situations. The idea of fault detection and identification (FDI) method becomes a powerful 

tool to reach the information of a sensor fault as well as an actuator fault [22-24]. In order to 

deploy the mentioned aim, several observer strategies have been investigated to estimate 

sensor faults such as adaptive observer [25-28], extended Kalman filter [29], [30], and Takagi-

Sugeno fuzzy observer [17], [31]. Especially, an unknown input observer (UIO) is not only an 

accurate estimation but also a helpful method to distinguish disturbances and faults. It had thus 

become increasingly popular in the last decade in which observer gain is designed based on 

the linear matrix inequality (LMI) optimization algorithm [32-34]. In [35], the sensor faults 

including position and pressure with noise were presented for EHA, then an unknown input 

observer-integrated extended finite impulse response was investigated to determine the sensor 
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fault but the actuator fault has not been carried out. Meanwhile, a robust nonlinear unknown 

input observer (NUIO) [18] was also designed to detect only sensor fault without fault 

estimation. It has been applied to a continuous stirred tank reactor with respect to external 

disturbances. Furthermore, a higher-order sliding mode observer [36] was proposed to regulate 

the vehicle speed in the event of sensor faults/failures. Nevertheless, the effect of the 

disturbance has not been completely resolved yet. The common advantage of those methods is 

that they provide a valuable and uncomplicated design strategy to preserve an acceptable 

system performance in the presence of sensor faults and with/without disturbances. Besides 

sensor faults, another popular reason affecting control effectiveness is caused by actuator 

faults, especially the internal leakage fault. 

From the actuator fault perspective, many recent studies determined actuator fault as 

loss-of-effectiveness faults or lumped unknown components [37-39]. In [40], [41] an internal 

leakage fault under the model uncertainties/time-varying load was accommodated via the 

adaptive parameter estimation. Then, the control performance was recovered by the FTC when 

the fault had been detected through the available sensor measurements. In another study, the 

actuator internal leakage and valve spool blockage were diagnosed by the NN without the 

presence of disturbances or sensor faults. Because the linearized model was used, it reduced 

the inherent nonlinearity of the system [42]. In [43], the position controller was tolerant with 

actuator internal leakage and robust with parametric uncertainties in the EHA in which the 

sensor fault was not considered. Different techniques like wavelet transform [44], Hilbert-

Huang transform [45] applied to reduce the effects of the actuator fault. However, these 

techniques approach for FTC in general have not clearly analyzed the decoupling between 

actuator fault and disturbances/uncertainty.  

As the above analysis literature, most of the previous studies only considered either the 

sensor fault or the actuator fault with/without disturbances for tracking control problem. 

However, it is noteworthy that in the practical hydraulic system, phenomena as mismatched 

disturbances, sensor faults, and actuator faults may happen simultaneously. Consequently, it is 

worth pointing out that most of all the above-mentioned challenges need to be handled. The 

goal of this thesis is to construct a robust fault diagnosis and fault-tolerant control for sensor or 
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actuator fault which helps to improve the safety and reliability as well as the control 

performance of the system. 

1.2 Research objectives 

In this thesis, the FD and FTC schemes are developed to ensure the safety and reliability 

of the hydraulic control system, especially in the presence of concerned faults (i.e., sensor and 

actuator faults) and lumped disturbances. This approach combines the FTC technique-assisted 

the fault information of FDI, called active FTC [46]. The proposed active FTC not only 

ensures the stability of the controlled system but also maintains acceptable control 

performances in the presence of faulty conditions. Based on the current demands for 

developing the FDI and FTC for EHA system, the main objectives of this thesis can be shown 

as follows: 

• To investigate the effects of the relevant factors on the EHA system such as the 

lumped disturbances, multi-sensor faults, and actuator faults. 

• To design the fault diagnosis for EHA, the observer-based FD is accommodated to 

successfully detect, isolate the sensor/actuator faults in real-time. Several observers such as 

ESO, NDO, TDE are conducted to not only estimate the lumped disturbances but also faults. 

• To solve the effect of lumped disturbances, differential explosion, and system faults, 

the advanced control algorithms-based FTC scheme is performed. The appropriate methods 

for control applications of the EHA are proposed such as PID control, backstepping control, 

dynamics surface control, command filtered control, and feedback linearization integral 

sliding mode control. 

• To analyze the system stability of the whole controlled system, the Lyapunov theory is 

applied. 

• To confirm the effectiveness of the proposed controller, comparative simulation and 

experimental results are given on the EHA testbench.  
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1.3 Limitation of the dissertation 

However, this dissertation still has some disadvantages.  

First, the influences of the measurement noises and other types of sensor faults (i.e., 

outage and partial loss of effectiveness fault) to the system control performance are not 

considered. In addition, the valve dynamics is neglected. Finally, the relevant experimental 

data with multi-sensor and actuator fault diagnosis are not investigated.  

1.4 Dissertation outline 

The remainder of this dissertation is organized as the following: In Chapter 1 introduces 

motivations, research objectives, limitations, and outline of this dissertation. Chapter 2 

presents an overview of fault diagnosis and fault-tolerant control. In Chapter 3, the system 

model of the EHA with the lumped disturbance/ uncertainty and sensor/actuator faults is 

described. Chapter 4 shows the FDI method for internal leakage fault and proposes a novel 

active FTC based on feedback linearization, adaptive integral sliding mode technique, and 

time delay estimation. Chapter 5 considers the actuator fault such as bias fault and a partial 

loss of effectiveness fault. Besides, this chapter suggests adaptive robust control-based 

command-filter control with the prescribed performance. Chapter 6 focuses on the sensor fault 

and proposed the novel nonlinear input observer based-dynamic surface controller with 

disturbance rejection. Lastly, the conclusions and future works are expressed in Chapter 7.  
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CHAPTER 2  

OVERVIEW ON FAULT DIAGNOSIS AND FAUTL-

TOLERANT CONTROL 

2.1 Introduction 

In this chapter, background information of system faults, fault diagnosis, and fault-

tolerant tracking control are reported. Section 2.2 presents the basic concepts of faults. It also 

gives the fault classification and FTC architecture. Section 2.3 discusses an overview of fault 

diagnosis. Finally, the comprehensive description of FTC is described in Section 2.4. 

2.2 Basic concepts 

With the development of modern control theory, the demand for reliability and safety of 

industrial systems subjected to potential process abnormalities and component faults has 

increased attention. Any faults appear in the overall system that can affect significantly 

tracking performance even resulting in serious accidents. Therefore, all types of potential 

failures should be studied and are early diagnosed (i.e., fault detection, identification, and 

FTC) which is crucial. 

2.2.1 Basic definition 

For the basic concepts of the faults, most of them are defined based on the work within 

the SAFE-PROCESS committee in the International Federation of Automatic Control (IFAC) 

[47]. 

 States and signals: 

Fault: At least one variable, characteristic property, or parameter of the system has 

unacceptable deviation from the usual or standard condition value. 

Failure: The system loses the ability to achieve its designed function permanently. 

Disturbance: The uncontrolled and unknown input that acts on the system. 

Residual: A fault indicator, based on a deviation between measurements and model-

equation-based computations. 

 Functions: 
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Fault detection: This module determines the occurrence of faults in a system and the 

time of detection. 

Fault isolation: This module determines the kind, source, or location of a fault and the 

detection time. It follows fault detection. 

Fault identification: This module determines the size or magnitude and time-variant 

behaviour of a fault. It follows fault isolation. 

Fault diagnosis: This module determines the kind, size, location, and detection time of a 

fault. It comprises fault detection, isolation, and identification. 

2.2.2 Fault classification 

Faults are often classified into actuator fault, plant fault (or called component faults or 

parameter faults), and sensor fault by their location of occurrence [23]. The fault classification 

is shown in Figure 2.1. 

ActuatorController Plant
r(t)

−
Sensor

e yu

Actuator fault Plant fault Sensor fault

 

Figure 2.1 Fault classification with respect to location 

 Actuator fault: Actuator is denoted as module that acts on the system by transferring 

the control signal into acting signal. When the actuator occurs a fault, the input 

control signal has a deviation as compared to the actuator output. This difference may 

negatively affect the controlled system and lead to a system failure. Basically, actuator faults 

have 3 modes: a bias fault (or floating fault), a loss of effectiveness fault, and damage (or 

outage). It can be formulated as follows: 

,fu vu        (2.1) 

where uf is the actuator output, u is the actuator input. v and  denote the gain of LOE fault and 

the bias fault, respectively. When 0 < v < 1,  = 0, actuator fault is the LOE actuator fault. 

When v = 1,   0, actuator fault is the bias actuator fault. When v = 0, actuator fault is outage. 
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 Plant fault: This is the fault that concerns the performance deterioration of 

process/components because of the inner parameter change. 

 Sensor fault: Sensor is a device which is used to convert physical states into 

measurable signals after calibration process by a computer. When the sensor fault occurs, the 

feedback measured signal has a deviation as compared to the true value. This affects the 

system performance even instability system. Similar to actuator faults, sensor faults can be 

classified into three situations: bias sensor fault (i.e., offsets, poor calibration, scaling errors), 

partial loss of effectiveness sensor fault, and the outage case. 

2.3 Fault diagnosis method 

As is mentioned before, the fault diagnosis is a powerful component of designing an 

FTC for any system which includes fault detection (FD), fault estimation (FE), and fault 

isolation (FI) [49]. FD and FE point to the appearance of the fault, and the characteristic of the 

fault, while FI determines the location of the fault. Dependent on the obtained information 

about the fault, the damages caused by the fault can be eliminated. Fault diagnosis techniques 

can be broadly divided into two categories: Model-based FD method and Data (or Signal)-

based FD method. 

 Model-based FD method: In model-based methods, the models of the industrial 

processes or the practical systems need to be known. Based on the model, fault diagnosis 

algorithms are designed to monitor the consistency between the measured outputs of the 

practical systems and the model-predicted outputs. Several fault diagnosis algorithms using 

state observers have been explored by different researchers in the literature [50, 51]. In 

addition, various disturbance observers were induced to develop the FD module, such as 

adaptive disturbance observer, high-gain disturbance observer, time delay estimation, ESO, 

and so on. 

 Data-based FD method: This method is built on the premise of achieving a large 

amount of historical data. Hence, data-based FD method includes statistical, neural networks, 

pattern recognition or fuzzy logic methods which do not require any system physical 

information. 
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2.4 Fault tolerant control 

The main objective of a fault tolerant control scheme is to migrate/cancel the negative 

influences of faults and retain an acceptable level of control even after the appearance of the 

fault. FTC systems can be classified into two categories: passive FTC and active FTC systems. 

The structure of the FTC system is shown in Figure 2.2. 

Nominal 
controller

Ref.
Signal u

Reconfiguration 
controller

r e

−



Fault diagnosis

Fault 
estimation

Fault detection 
and isolation

Actuator Plant Sensor

Actuator fault Plant fault Sensor fault

Fault-tolerant control

y

 

Figure 2.2 The block diagram of FTC system 

 Passive FTC is designed to cope with a set of predefined faults. It uses a fix controller 

and close to robust control based on the control theory point of view. This approach does not 

require information of the fault. Nonetheless, the robustness properties of the passive FTC 

guarantee that a pre-defined level of performance is obtained in case of anticipated faults. 

 Active FTC: This approach has a difference as compared passive FTC. Herein, the 

knowledge of online faults is adapted by fault diagnosis module. Hence, the active FTC 

includes both FD and reconfigurable controller as shown in Figure 2.2. Dependent on the 

obtained information about the fault of FD, the controller is properly re-designed. Therefore, 

the active FTC brings a better performance than passive FTC. 
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CHAPTER 3  

MODELLING AND PROBLEM STATEMENTS OF THE EHA 

SYSTEM 

3.1 Introduction 

In this chapter, the problem descriptions and some required assumptions of the EHA 

system are derived in the presence of lumped disturbance and faults. Basically, EHA systems 

can be categorized into two main types: valve-controlled EHA and pump-controlled EHA. 

Herein, the valve-controlled is considered in this thesis. First, the component descriptions are 

introduced. Then, the mathematical model of EHA system is established in the presence of 

lumped disturbance and faults. Furthermore, some descriptions of system faults are presented 

such as internal leakage fault, loss of effectiveness actuator fault, and bias sensor faults. 

Finally, the experiment apparatus of the EHA is investigated. 

3.2 Nonlinear EHA model with fault and problem formulation 

The simplified schematic diagram of the EHA is described in Figure 3.1. The system 

consists of a hydraulic pump, a servo valve, a relief valve, a double-rod cylinder, an oil tank, 

and measurement components, i.e., a displacement transducer and two pressure sensors.  

Load

M

u

Ps Pr

Servo valve

PL

y

Relief 
valve

 

Figure 3.1 Schematic model of a double-rod EHA 
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A third-order EHA system is presented as follows: 

By applying the continuity equation, the pressure dynamics through the cylinder is 

expressed by [7],  [48] 

  4
,e

L L L Li
c

P Ay q Q Q
V


           (3.1) 

where A, Vc, and qL are a ram area, a fixed control volume of the cylinder, and the internal 

leakage, respectively. βe is the Bulk modulus. QLi is the time-varying deviation model 

including unmodeled pressure dynamics, modeling error, etc.  

Assumed that the control supplied to the servo valve is directly proportional to the spool 

displacement. In addition, the valve dynamics is neglected. Hence, QL is load flow rate which 

is described with respect to control signal by  

   ,L t s LQ k u P sign u P       (3.2) 

where Ps is the supply pressure, kt is a proportional gain of the servo-valve, PL = P1 – P2 

denotes the difference of pressure, Pi is the pressure value of ith chamber (i = 1, 2), u is the 

control signal supplied by the controller, and sign(•) is the standard signum function.  

The internal leakage fault can be computed as  

 0 ,L Lq C P       (3.3) 

where C0 is the nominal coefficient of the internal leakage of the double cylinder.  

Let us consider the mechanical dynamics given by Newton’s second law as follows: 

  , , ,Lmy P A By t y y          (3.4) 

where y, m, and B represent the displacement, mass of the load, and viscous damping 

coefficient, respectively; ( )  is a lumped disturbance/uncertainty term including external 

load, nonlinear friction. 

The parameter uncertainties 1 and 2 can be defined as follows:  

 1 2, ,m b c Lb y p y p P             (3.5) 
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where bm, pb, and pc, in turn, represent the uncertainties of B/m, pb = 4eA/Vc, pc = 

4eC0/Vc. 

Choosing 1 2 3[ , ] , ,, [ ]T T
Ly yx x x x P   as the state variables.  From (3.1)–(3.5), the EHA 

system can be described by the following third-order nonlinear state-space model: 

 
   

     

1 2

2 2 2 3 1 1 2

3 3 2 3 3 2 2 3

,Mechanical

, , ,subsystem

Hydraulic
, , , , ,

subsystem

a

b

f x w x x t

f x x

x x

x

w x u u x

x

x x t






   

  





    (3.6) 

where  

 

2 2

3 3 3 2

4
, , ,

, ,

e t
a a

c

b a s c b

kA B
w f p

m m V

w p P sign u

x

x x xf p p


   

    

 

1 1 2 2

4( )
, ,e

Li
c

Q
m V

  
       denote the unmatched, matched disturbances, respectively. 

3.3 Matched, mismatched disturbance, and system faults 

In the EHA system, there are mismatched and matched disturbances as well as system 

faults from several sources that influence the tracking performance of the closed-loop system. 

The matched and mismatched disturbance can be distinguished via its appearance with respect 

to the control input u. If one above listed component is in a similar channel with u, it is 

considered as matched disturbance, and vice versa [1], [49], [50]. 

3.3.1 Matched and mismatched disturbance 

In (3.6), the component of 2 is the matched disturbance that arises from leakages in the 

hydraulic dynamics, nonlinear uncertainties (i.e., parametric uncertainty and model 

uncertainty). Meanwhile, for mismatched disturbance, these components including viscous 

friction, Coulomb friction, unknown external load, and parametric uncertainty are lumped in 

1. In the real EHA system, the exact mathematical model of the mismatched disturbances is 

not easy to obtain. So, for the sake of convenience, without loss of generality, it is hypothetical 

and can be denoted according to the following expression [51], [52]: 
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 1 1 2 2 1( ) ,f c extk x f sign x F
m

 
               (3.7) 

where kf, fc, and Fext represent the ratio of viscous, Coulomb friction coefficient, and external 

load to mass, respectively. 

3.3.2 System faults 

The fault occurs in a practical system that can be categorized as three main groups: 

sensor fault, actuator fault, and component fault [22]. In this thesis, sensor fault and actuator 

fault are considered. It should be noted that sensor and actuator faults can be divided into three 

situations: bias fault, partial loss of effectiveness (LOE) fault, and the outage case [23]. In this 

thesis, the former two faults will be studied. The possible faults of EHA can be shown in 

Figure 3.2. 
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Figure 3.2 Possible faults of a double-rod EHA system 

 Actuator fault (Internal leakage fault or bias fault): In the hydraulic system, the internal 

leakage fault is a relatively common malfunction that not only decreases the performance of 

the system but also causes serious damage. The internal leakage fault is captured as a bias 

fault in this thesis. This fault often comes from a piston seal or internal flow loss [53]. The 

reason for selecting the internal leakage fault is explained by its serious failures as well as the 

frequent occurrence in the practical EHA system. Since the internal leakage fault happens, it 

can be represented as [40], [37]: 
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  0 signL L t L Lq C P C P P        (3.8) 

where Ct is the internal leakage fault coefficient. It is noteworthy that the leakage fault 

coefficient Ct has a value range analysis from the slight to the abrupt fault. In this article, to 

reflect the effect of fault, the slow-varying faulty coefficient is indicated as the following.  

 
( )

0

0 if

(1 ) otherwisem

m

t t T
t

t T
C

e C 

 


     (3.9) 

where Tm is the time of appearance of the fault,  > 0 describes the evolution rate of the 

unknown fault. For the small value of , the fault feature is increasing slowly, namely, an 

incipient fault. Otherwise, the leakage fault coefficient Ct approaches a step function in case of 

a large value of   and is called an abrupt fault. So, to overcome the effect of the above 

problem, it is necessary to design advantage control that can guarantee good tracking control 

as well as retain the stability system. 

 Actuator fault (Loss of effectiveness fault): the faults in servo-valve and supply failure 

are considered as a partial loss of effectiveness fault. The LOE fault comes from incorrect 

supply pressure (Fsupply) caused by a lack of pump pressure, or a relief failure which results in 

the limited performance of the system [58]. Besides, fault in the operational conditions of the 

servo valve (Fvalve) can also be mentioned as the LOE fault [59]. Since the supply pressure 

drops from the nominal value or the servo valve may fail, it means that a fault has occurred. 

Then, a partial LOE type of actuator fault is considered as follows: 

 , 0,1fu u                                   (3.10) 

where uf, v, u represent the actuator faults input, the unknown effectiveness factor of the 

actuator, and the desired control input, respectively. For a normal operation, v = 1 while a 

complete failure (outage) happens with v = 0. 

 Sensor fault: Three sensor faults of hydraulic driven actuator are considered: 1) 

position sensor fault (fs1); 2) velocity sensor fault (fs2); and 3) load pressure sensor fault (fs3). In 

this thesis, only bias sensor fault (i.e., offsets, poor calibration, scaling errors) is carried out. 

When the sensor faults happen, the practical measured system state can be established as 

1 2, ,F F
s sy y f y y f     3.

F
L L sP P f   
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Assumption 1:  

a) The reference signal yd = x1d(t), its velocity, and acceleration are bounded. 

b) The condition P1, P2, and |PL| sufficiently smaller than Ps is satisfied under a normal 

working condition in a real EHA system. 

c) There exist upper bounds for the matched (1), unmatched disturbance (2) and their 

derivatives 1 2,    such that they satisfy , ; 1,2i im i id i    , in which dim, i, are positive 

constants. 

Remark 3.1: The parameters wa, wb, pa, pb, and pc are determined through the identification 

process which can be carried out on next sub-section. Meanwhile, kt is computed from the 

servo valve’s datasheet. Then, the physical parameters of the EHA system such as A, B, m, βe, 

C0, and Vc can be achieved. The reader-interest can further find the details of several 

identification algorithms for the system parameters in  [54-56]. 

Remark 3.2: Because of the impossible derivative of sign function, without loss of generality, 

the discontinuous term sign is replaced by a hyperbolic tangent function, namely, tanh. 

Besides, this hypothesis is to make the non-differentiable sign becoming continuously 

differentiable through tanh function and to support the control system design process [57], 

[51]. 

3.4 Experiment apparatus 

The hardware of the hydraulic testbench is displayed in Figure 3.3. The EHA system 

comprises a double-rod cylinder (tube, rod diameter, and length of stroke, in turn, are 36, 12, 

and 35 mm), a servo valve (MOOG D633-317B), a hydraulic power unit (Kopack Engineering 

company), two pressure sensors (output 0~10 V, pressure range 0~300 bar), and displacement 

transducer (Rational WTB5-0500MM, displacement range 0~50 cm). Besides, an NI PCI-

6014 card with an industrial computer was equipped. The setting parameters for the real EHA 

system are shown in Table 3.1. 

To simulate the actuator fault in practice, a manual flow control valve was installed to 

connect two chambers of the symmetric cylinder. The internal leakage fault is generated by 

adjusting the manual valve, whilst a function block will be added after the control signal in 

Matlab/Simulink environment to cause the LOE fault. 
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Table 3.1 Setting parameters of the real EHA system 

Components Parameters Specification 

Double-rod cylinder 

Tube diameter 

Rod diameter 

Length of stroke 

36 [mm]  

12 [mm]  

25 [mm] 

Servo valve 
Model  

Rated flow 

MOOG – D633-317B  

10 [l/min] 

Pressure sensor 
Capacity 

Rated output 

300 [bar]  

30 [bar/V] 

Displacement transducer 
Model 

Resolution 

Rational WTB5-0500MM 

0.005mm 

DAQ Card 
Model 

Resolution 

PCI-6014 

AI/AO: 16 bit 

Hydraulic Pump 

Displacement 

Rated rotation speed 

Relief pressure 

3.6 [cc/rev]  

1730 [rpm] 

160 [bar] 

Pressure  
sensor

Industrial 
computer

Control box

Manual 
valve

Position 
sensor

Monitor  & 
keyboard

Oil tank

Servol 
valve

Cylinde r

AC motor
 

Figure 3.3 The experimental equipment of the EHA system. 
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Meanwhile, the setting parameters for the simulation EHA system are shown in Table 

3.2 which is obtained via identification process. The following chapters will be developed 

based on the use of this EHA model approach in fault-tolerant control. 

Table 3.2 Electro-hydraulic system parameters  

Parameter Symbol Value Unit 

Oil bulk modulus e 1.25x103 MPa 

Proportional gain of valve kt 3.2x10-8 m3/s/V/Pa-1/2 

Viscous damping factor B 450 Ns/m 

Piston mass m 4.5 kg 

Effective area A 4x10-4 m2 

Supply pressure Ps 16 MPa 

Return pressure Pr 0.1 MPa 

Control volume Vc 6x10-5 m3 

Leakage coefficient C0 1.2x10-11 m5/Ns 

Leakage fault coefficient Ct0 1.4x10-10 m4/(N1/2s) 

The rate of fault evolution  10  
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CHAPTER 4  

INTERNAL LEAKAGE FAULT-TOLERANT TRACKING 

CONTROL  

4.1 Introduction 

This chapter proposes a novel fault-tolerant controller for a double-rod EHA whilst the 

motion control system faces system disturbances/uncertainties and internal leakage fault. 

Firstly, taking advantage of the coordinate transformation, the nonlinear system is converted to 

a linear system to apply the control design tools in linear control theory. Besides, the matched, 

mismatched disturbances, and internal leakage fault are integrated into a new lumped 

uncertainty based on this transformation. Inspired by the great capability of time delay 

estimation technique, the suggested controller is developed to effectively detect and 

compensate for the internal leakage fault. To enhance the performance of the control system, 

an adaptive integral sliding mode control (AISMC) approach is deployed to effectively 

suppress the lump estimated error, and the effects of fault. The perfect combination of input-

output feedback linearization (FBL), adaptive integral sliding mode, and time delay estimation 

is investigated to achieve high-precision tracking control and strong robustness in the presence 

of matched, mismatched disturbances, and faults, simultaneously. Moreover, the global 

stability of the suggested control algorithm is demonstrated by the Lyapunov theory. Finally, 

several tracking performance comparisons of the proposed approach with the existing 

controllers to demonstrate the efficiency are exhibited through simulation analyses and 

experiment results [58]. 

This chapter is organized as the following: In section 4.2, the system description of the 

EHA in the face of lumped disturbance and internal leakage fault is presented. Section 4.3 

shows the fault detection (FD) method and develops a novel active FTC. Sections 4.4 and 4.5 

discuss the simulation analyses and experiment results, respectively. Finally, the conclusions 

are summarized in Section 4.6. 
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4.2 Problem formulation 

Choosing 1 2 3[ , ] , ,, [ ]T T
Ly yx x x x P   as the state variables. As analysis in chapter 3, in 

case of the occurrence of the internal leakage fault, the total internal leakage is calculated by 

(3.8). The schematic model of the EHA under internal leakage fault (ILF) is shown in Figure 

4.1. From (3.1)–(3.5) and (3.8), the EHA system can be established by the following third-

order nonlinear state-space model: 

    
     

1 2

2 2 2 3 1 1 2

3 3 2 3 3 2 2 3

,

, , ,

, , , , ,

a

b

f x w x x t

f x x w x u u x

x x

x x

x x t






   
   





    (4.1) 

where  

 2 2 3 3 3 2

4
, , , , ,e t

a a b a s c b
c

x x
kA B

w f p w p P sign u f p p
m m V

x x


          

  1 2 3 3

4( )
, ,e

Li t
c

Q C x sign x
m V

  
    denote the unmatched, matched disturbances, 

respectively. 

Load

M

u

Ps Pr

Servo valve

PL

y

Relief 
valve

Fleak

 

Figure 4.1 The schematic model of the EHA under ILF 

Remark 4.1: The control objective is to design a controller u that drives the output y of the 

EHA to track the reference trajectory yd, despite the external disturbance, model uncertainty, 

and actuator internal leakage fault. Motivated by the FDTDE and FBL, the novel FTC is 

developed such that the control objective for the nonlinear system (4.1) has been obtained.  
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4.3 Proposed control design for EHA 

The overall structure of the proposed FTC is shown in Figure 4.2, which comprises three 

main steps. Firstly, the coordinate transformation using the Lie derivative is investigated in 

which the disturbance, uncertainty as well as fault are considered. Inspired by this 

transformation, the nonlinear characteristic of the system is eliminated. It is primary to apply 

the control design tools in linear control theory for the nonlinear object. Then, the TDE 

technique is developed to not only estimate matched and mismatched disturbance but also 

detect the fault. Finally, the tracking control law is achieved by the combination of a pole 

placement technique, adaptive integral sliding mode, and FDTDE. Although the 

simultaneously concerned faults, matched, and mismatched disturbance emerge in the EHA 

system, the proposed control scheme provides the system stability as well as a low steady-state 

error, and high precise control.  
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Integral Sliding 
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control
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*v

y

1
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̂
v0

s
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u

Fleak

 

Figure 4.2 Structure of the proposed control scheme 
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4.3.1 Coordinate transformation and system model transformation 

As above-mentioned, based on the differential geometry theory, a design procedure of 

coordinate transform is derived. For further convenience in designing the FBL, the nonlinear 

system (4.1) is rewritten as follows: 

 
     
 

, ,

,

x x x u d x t

y x

 



  




      (4.2) 

where x  Rm, u  Rm, y  Rm are state, control, and output vectors, respectively. 

     2 2 2 3 3 2 3 3[ , , , ] , [0,0, , ] ,T T
a bx f x w f x x wx x u     and ( )x are smooth functions. The 

lump disturbance is given by 1 2[0, , ] .Td   The Lie derivatives of the output   along the vector 

field ( )x  is denoted ( )L x . It can be calculated by using symbolic computation software or 

manual computation, and expressed by 

      .x
L x x

x


 





      (4.3) 

This notation can be used iteratively, that is 

        
1

1 ,
k

k k L x
L x L L x x

x


  


  


 

 


    (4.4) 

where 0k  is an integer with 0 ( ) ( )L x x   

Definition 1: The system (4.2) has a relative degree  if the following conditions are satisfied 

[59]: 

 
 
 1

0,     for 0, , 2

0,

kL L x k

L L x

 


 

 


  




     (4.5) 

With the definition of relative degree ρ, the system can be considered as full state 

feedback linearizable, if the system has a well-defined relative degree ρ which equals the 

system order. The change of coordinate is described by 

  1 , 1, .i
i i           (4.6) 

Then, the exact input-output FBL is obtained, and the ρth derivation of output y can be 

expressed as [59]: 

   1 .y v L L L u  
             (4.7) 
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By applying the FBL technique for the EHA system, the relative degree is firstly 

determined. Then, the original nonlinear system (4.2) taking into account the perturbation 

model can be changed into an integral chain pseudo linear system model with composite 

disturbance as follows: 

 

 
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    (4.8) 

Then, the derivative of (4.8) is described by 

1
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,

y y

y y

y v
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 

 

    
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      (4.9) 

where    
2

3 2 2
2

,  .d d d

d d
v L L L u L L L L L

dt dt                Herein, v and δ denote a new 

input variable and a new lumped disturbance, respectively. 

To simplify the notations, (4.9) can be rewritten by 

 ,A Bv         (4.10) 

where 
0 1 0 0 0

0 0 1 ,  0 , 0 .

0 0 0 1

A B



     
             
          

 

Remark 4.2: The coordinate transformation converts the original system (4.1) to the equivalent 

linear system (4.10) in which the mismatched disturbance, matched disturbance (i.e., external 

load, parametric uncertainty), and fault are integrated into the new lumped disturbance. The 

benefit of this technique makes the initial complex system becoming simple and easy to 

implement control design procedures. 

Remark 4.3: It is noted that the variable  is derived from the output signal y. Herein, the only 

available position sensor based on the displacement transducer information, y = x1 can be 

measured. Nevertheless, in the control design procedure, other states such as the velocity and 
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acceleration need to be known. To obtain the information of the velocity and acceleration, a 

second-order exact differentiation (SOED) [60], [61] is employed as follows: 
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   (4.11) 

where a1, a2, and a3 are chosen as suitable positive parameters.  

Then, the estimation of velocity and acceleration can be reached as 

 1 2, .y y          (4.12) 

4.3.2 Fault detection and identification using time delay estimation 

After obtaining the new linear model, in order to effectively reduce the effect of 

disturbance/uncertainty as well as faults, the time delay estimation is proposed to estimate the 

new lumped disturbance. Then, robust FTC considering the FDTDE result can be investigated 

to compensate for the influence of the lumped disturbance and faults in the EHA system. 

From (4.10), at time t, the new lumped disturbance is given by the following. 

        t t A t Bv t          (4.13) 

Hence, the TDE technique is used to determine ( )t  through ( )dt t   that can be 

expressed as 

        ˆ
d d d dt t t t A t t Bv t t              (4.14) 

where td is the estimation time-delay. Mostly, td is the sampling time interval and 

ˆˆ [0 0 ]T   is the estimated value of  . 

The equation (4.14) indicates that the lumped disturbance can be formulated from the 

known dynamics of the linearized system and control input. 

It is noted that the new lumped uncertainty includes lumped disturbance fd (i.e., matched 

disturbance and mismatched disturbance) and fault f . The estimated new lumped uncertainty 

can be re-expressed as 
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    ˆˆ ˆd f d d f df f t t t t             (4.15) 

To realize the detection system fault process, a threshold µ is determined through 

conducting experiments under healthy and faulty conditions. In the case of the absence of the 

internal leakage fault, following (3.9),  0 when f mt T   . Then, according to (4.15), one 

obtains 

  ˆ
df t          (4.16) 

Inspired by the FDTDE, relying on the predefined threshold value, the fault is detected 

immediately when ˆ   . In practice, to determine the threshold, the control system without 

fault is firstly tested to evaluate the limitations as well as the influence of the matched and 

mismatched terms fd. Then, the threshold is selected bigger than the upper bound of fd. It is 

concluded that the FDe system guarantees sensitive to the leakage fault, however, it also 

suppresses the impact of lumped uncertainty of the system. 

4.3.3 Control law design 

In this sub-section, the combining of the FBL, TDE, and AISMC is investigated to not 

only enhance the tracking control accuracy but also achieve system stability in the presence of 

disturbances/uncertainties and actuator faults. Input-output feedback linearization is developed 

to alleviate the nonlinearity of the system. Then, the ISMC is applied to reduce steady-state 

error and pursue the finite-time stability for the EHA. The robustness of the controller is 

enhanced to against the appearance of fault and the TDE error with the assist of the adaptation 

gain parameter. Moreover, the new lumped disturbance is approximated by the FDTDE 

technique. It is efficiently compensated through the proposed control algorithm and helpfully 

improves the tracking performance. The stability of the whole system is verified using the 

Lyapunov method. 

The tracking errors of the linearized system are defined as 

 , 1,3
i id ie i            (4.17) 

where    1 2 3

T T

d d d d d d dy y y        is the desired trajectory. 

The error dynamics are formulated as follows: 
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 
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e e
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 

 

  





  






      (4.18) 

The sliding mode control law is established to secure that the tracking error in (4.18) 

converges to zero. The sliding manifold is designed as 

 
1 1 2 30 1 20

 
t

s k e d k e k e e           (4.19) 

where k0, k1, and k2 are positive constant; the integral component is supplemented to degrade 

the steady-state error, and these control gains are selected, in such a way, that the ideal 

conditions 0,  and 0s s   are satisfied. 

To receive a good dynamic process, the gain parameters can be figured out by following 

the pole placement method. 

  3 3 2 2 33 3sp p p p p            (4.20) 

where p is Laplace operator,  is a positive constant.  

Hence, the poles are p1, p2, p3 that lie in the left-half plane. So, (4.20) is a Hurwitz 

polynomial. The gain parameters are computed as follows: 

 3 2
0 1 2, 3 , 3k k k          (4.21) 

The derivative of s can be represented as 

 
 

1 1 2 3

1 2 3

0 1 2 3

0 1 2 3d

s k e k e k e k e

k e k e k e v

   

    

   

     

   


   (4.22) 

To stabilize the system (4.10), with the estimated lumped uncertainty and fault in (4.15), 

the auxiliary control law is designed as follows: 

 

0

*
com rob z tde

v

v v v v v         (4.23) 

where vcom is a dynamics compensation term, vrob is a robust term that is used to alleviate the 

estimation error, vz helps the sliding surface from an arbitrary place back to the vicinity of 

zero, and vtde is a lumped compensation term that is obtained by using TDE. These designs are 

given as follows: 
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 

1 2 33 0 1 2 ;

ˆ; ; .

com d

tde z s rob

v k e k e k e

v v k s v sign s

  

 

   

   


    (4.24) 

where ,sk   are positive constants, and 3d dy   . 

Denotes ˆ     that is the estimation error of the lumped disturbance term. 

Assumption 4.1: The boundedness of the time-delay estimation error   is defined by D. This 

hypothesis has been verified in [12], [62] with a sufficiently small time delay td. 

The robust gain  is investigated to cope with the occurrence of fault and the TDE error. 

To promote the robustness feature of the controller, the adaptive gain algorithm is developed. 

Hence, the robust component can be modified by 

  ˆrobv sign s      (4.25) 

where ̂  is the adapt value of the gain . 

The effective gain adaption is given by 

 1ˆ s         (4.26) 

where   is a positive adaption parameter. 

The feedback control law is constructed as follows: 

  * 3
2

1
u v L

L L  
 




       (4.27) 

Theorem 4.1: Considering the system (4.1) satisfying Assumption 1, with the TDE in (4.14), if 

the control input signal is proposed as (4.27) together with the auxiliary control law (4.23), the 

adaptive law (4.26) that does not only guarantee the stability of the whole system but also 

retain acceptable tracking control in the event of faulty conditions, matched and mismatched 

disturbance. 

Proof:  

Let consider the candidate Lyapunov function 

  221 1
ˆ

2 2
V s D        (4.28) 

Taking the time derivative of V with noting (4.24), (4.26), one obtains  
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  (4.29) 

Then, the derivative of Lyapunov function V is negative semidefinite which shows that s 

will converge to zero in a certain time, and 
i

e → 0 as t → ∞. Thus, it can be concluded that 

the stabilization of the closed-loop system can be achieved according to Lyapunov criteria 

[63]. Theorem 4.1 is proved. 

Remark 4.4: To eliminate the chattering phenomenon, the saturation function ( )sat   is utilized 

to replace the ( )sign  function in (4.25) as [12] 

 
      if 

          otherwise

sign s s
s

sat s






 
    

  

    (4.30) 

where   is a small and positive coefficient. 

Remark 4.5: To avoid the continuous increase of the adaptive gain in (4.26), some tips, e.g., 

dead-zone technique is developed to ensure the feasibility in practice as follows [46]: 

 
1     if 

ˆ
0           otherwise

ds s 


  


     (4.31) 

where d is a small positive scalar. 

Remark 4.6: From the developed control law, the guidelines to select the parameters are given 

as follows: 

1) For fault detection, the threshold μ is carefully selected which is the boundness of the 

matched and mismatched terms fd.  

2) For control module, a pole placement technique is used to select the desired pole .  Next, 

the gain parameters k0, k1, k2 of the sliding manifold are determined via (4.21). Then, the gain 

ks is tuned to approach the switching manifolds faster. Lastly, the parameter adaptation rate Г 

is increased gradually to guarantee the convergence of the adaptive parameter. In addition, the 
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effects on the system behavior will be evaluated by trial and error through simulation analysis 

and experimental tests. 

4.4 Simulation results 

4.4.1 Simulation setup 

In this part, the effectiveness of the proposed controller is demonstrated through 

numerical simulation and experiments using MATLAB Simulink software. The sampling time 

is set as 0.005s and the simulation time is chosen as T = 30s. The setting parameters for the 

simulation EHA system are shown in Table 3.2. For the purpose of comparison, the desired 

input signal is selected as qd = 20sin (0.2t –/2) (mm). 

To evaluate the improved performance of the suggested FTC, i.e., adaptive integral 

sliding mode feedback linearization controller using FDTDE, a PID controller, and a 

backstepping controller with TDE (BCTDE), in turn, have been derived for the EHA as a 

comparison. The following control gain of the controllers are tuned via the trial error method 

or based on the trade-off between the convergence speed and oscillatory and shown as: 

BCTDE kb1 = 15, kb2 = 100, kb3 = 20; proposed controller   = 40, ks = 5.5, Г = 80. The 

selection of threshold value is set as µ = 150 in simulation. In the different control scheme, 

PID controller is tuned by Ziegler-Nichols method with Kp = 120, Ki = 20, Kd = 0.001.  

For the sake measurement of the quality of each control algorithm, the root mean square 

(RMS) error (index 1) or control effort (index 2) is computed as follows: 

 2

1

1 n

i
i

RMS z
N 

        (4.32) 

where i and n are the current and total of sample number, respectively; zi is the interested 

index for the current sample. The index 1 (mm) shows the tracking accuracy whilst the index 2 

(V) evaluates the control effort.  

In order to show the superior properties of the proposed control in case of the 

appearance of fault, two working scenarios are considered as 

1) Both matched and mismatched disturbances, and without fault. 

2) Simultaneous abrupt internal leakage fault, matched, and mismatched disturbances. 
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4.4.2 Simulation result 

The effectiveness of the FDTDE is first validated for detection and identification of the 

internal leakage fault in the simulation. As the above-mentioned analysis, the matched, 

mismatched, and fault is integrated into the new lumped uncertainty through the coordinate 

transformation. Then, the FDTDE is applied to exactly estimate it. The estimation results in 

the absence of fault are displayed in Figure 4.3a. From Figure 4.3a, we can see that the 

FDTDE brings a high accuracy estimation. And the selection threshold preserves the 

boundness of the new lumped uncertainty under healthy conditions. A fault is subsequently 

generated with internal leakage coefficient Ct0 = 2.5x10-8 m4/(N1/2s). When the fault happens at 

the time t = 6s, the estimated lumped uncertainty overshoots the predetermined threshold. The 

response of the residual in the occurrence of the fault is depicted in Figure 4.3b. From this 

figure, in the presence of the fault, it is clear that the fault has been successfully detected and 

accurately estimated thanks to the FDTDE.   

 

Figure 4.3 Lumped disturbance estimation in simulation: a) without fault, b) Abrupt fault 

1) Scenario 1 

In this working scenario, the system operates in healthy condition, the fault does not 

occur. Meanwhile, there exists the matched and mismatched disturbance, the FDTDE is used 

to approximate the uncertainty component. We investigate the performance comparison of the 

proposed FTC with the PID and BCTDE. Comparisons of three controllers including the 

tracking position, the error state, and the control input are shown in Figure 4.4. As can be seen 



 
 

30 
 

in Figure 4.4, due to the assistance of the TDE, the lumped uncertainty is compensated. Except 

for PID, the relevant methods have no significant differences, the response is still ensured with 

small errors. It is observed that the performance of the PID controller was worse in the 

presence of the lumped uncertainty due to the lack of uncertainty compensation. The BCTDE 

has a larger tracking error than the proposed controller because of non-possession a robustness 

term to tackle the certain estimation error of the TDE. Furthermore, from the performance 

indices in Table 4.1, the PID, BCTDE, and proposed controllers lead to the RMS errors of 

0.6031, 0.041, and 0.0229 mm, respectively. Whilst the three controllers consume the RMS 

control efforts of 1.4671, 1.4464, and 1.3527 V, respectively. Evidently, the suggested 

controller complementing the adaptive gain and integral term yields the best performance with 

minimum tracking error and the requirement of the lowest control effort.  
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Figure 4.4 Performances of three controllers in simulation, scenario 1 

2) Scenario 2 

In order to verify the robustness of the proposed controller, the abrupt internal leakage 

fault is augmented as a partial loss of effectiveness. It is noteworthy that the fault changes 

from slight to abrupt depending on the evolution rate and the internal leakage coefficient [40], 

however, the abrupt fault is only presented in this article. So, the internal leakage coefficient is 

chosen as Ct0 = 2.5x10-8 m4/(N1/2s) to indicate the influence of the internal leakage fault and 
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the time of the occurrence fault is 6s. The transient responses of the output position, the error 

state, and the control input, in turn, are illustrated in Figure 4.5. It can be seen that the control 

effort of relevant controllers is significantly changed to against both disturbance and the fault 

at the time 6s. On the other hand, the comprise of adaptive gain and TDE upgrades the 

effectiveness of the suggested methodology which is visibly evident from the error state plot. 

Hence, we can see that the proposed FTC provided better performance than the BCTDE and 

PID despite the addition of internal leakage fault. The RMS error and the effort of signal 

control of three controllers in the simulation are shown in Table 4.1 that again confirmed the 

effectiveness of the proposed FTC. 

Table 4.1 Performance indices of three controllers in simulation. 

 Controller PID BCTDE Proposed 

Scenario 1 
Index 1 0.6031 0.0410 0.0229 

Index 2 1.4671 1.4464 1.3527 

Scenario 2 
Index 1 0.8301 0.3812 0.1824 

Index 2 2.0179 1.9940 1.9776 

 

Figure 4.5. Performances of three controllers in simulation, scenario 2 
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4.5 Experimental verification 

The experiment setup is depicted in Chapter 3, Figure 3.3. The artificial internal leakage 

fault is generated through a manual flow control valve that connects two chambers of the 

hydraulic cylinder. The threat level of the fault depends on the range adjustment of the flow 

control valve. Considering the mechanical limitation of the length of the cylinder stroke, the 

reference trajectory is chosen as qd = 20sin(0.6t –/2) (mm). In the experiment, all the 

parameters of the EHA system, as well as the control gains, are set similar to the 

corresponding values in simulation. 

The sequent implementation experimental is the same as in simulation. The experiment 

results are shown in Figures. 4.6 – 4.10. First of all, the effectiveness of the FDTDE is 

confirmed and the threshold value is again determined for suitable in practice, µ = 2x103 in 

Figure 4.6a. When the flow control valve is adjusted to create the internal leakage fault at the 

time t = 12s, the lumped estimation including matched, mismatched disturbance, and fault, is 

larger than the threshold. The fault is successfully detected in Figure 4.6b. Next, two 

experiment scenarios are exploited corresponding to with and without the appearance of fault. 
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Figure 4.6. Lumped disturbance estimation in experiment: a) without fault, b) Abrupt fault. 

1) Scenario 1 

This working scenario considers the situation that there are matched and mismatched 

disturbance from the EHA system whilst a fault doesn’t appear. The corresponding 

experimental results of scenario 1 are depicted in Figure 4.7. It is obvious that the traditional 
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PID controller presents large errors in the presence of lumped uncertainties. Although the 

lumped uncertainties are compensated by the TDE, the BCTDE is still poorer than the 

suggested controller because of not belonging any measure to treat the undesired estimation 

error as well as the deviation in the parameter identification method for the EHA system. In 

contrast, the proposed controller provides a significant improvement of the performance due to 

the robustness properties of the adaptive law as well as the ISMC technique to alleviate the 

estimation error. The performance indices of the comparative controllers are calculated from t 

= 10s and described in Table 4.2. It can be seen that the tracking accuracy of the proposed 

controller has been improved by 57% and 54% over PID and BCTDE methods, respectively. 

The result of data analysis proves the superior properties of the proposed control compared to 

the remaining controllers. Figure 4.8 illustrates the velocity and acceleration estimation via the 

constructed SEOD. As shown, the information via the SOED can be given by differential and 

filtering, which facilitates the control design procedure of the proposed controller. 
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Figure 4.7 Performances of three controllers in experiment, scenario 1 
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Figure 4.8 Estimated velocity and acceleration of SEOD in experiment. 

2) Scenario 2 

In the experiment of scenario 2, the robustness of the suggested method is validated 

under the matched, mismatched and internal leakage fault. The abrupt fault is generated by the 

manual flow control valve. Because of the serious damage and safety problem in the 

appearance of the fault, the fault experiment is implemented from 12s to 33s. The experiment 

results are shown in Figure 4.9. As seen in this figure, the control performance of the PID and 

BCTDE became much worse in the heavy fault condition. The control effort and the error state 

significantly increase at the time t = 12s. These results are explained by the insufficient 

compensation of relevant controllers against the abrupt fault. Meanwhile, due to the robust 

FTC scheme, a great improvement was achieved by taking advantage of the integration of 

TDE into the integral sliding mode, FBL technique, and adaptable property. The efficiency of 

comparative controllers is evaluated through RMS error in Table 4.2. The RMS tracking errors 

of PID, BCTDE, suggested controller, in turn, are obtained as 1.791, 0.977 and 0.3597 mm. In 

addition, RMS control efforts are calculated as 1.7329, 1.6639, and 1.6020 V, respectively. It 

reveals that the outstanding efficiency of the proposed control algorithm once again is 

confirmed in case of the occurrence of faults. 

Furthermore, the responses of the adaptive gains for two working scenarios are 

illustrated in Figure 4.10. It can be observed from Figure 4.10 that this parameter is adapted to 
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suppress the effects on the appearance of fault and TDE error. Since the fault occurs at time t 

= 12s, the adaption gain, ie, ̂  will be significantly regulated to approximate the value , and 

then, to further enhance the tracking performance. 

Therefore, the simulation and experiment results indicate that the suggested fault-

tolerant controller can be applied for EHA and exhibits the best performance despite the 

matched, mismatched disturbances, and internal leakage fault. 
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Figure 4.9 Performances of three controllers in experiment, scenario 2 

 

Figure 4.10. Adaptive gain in experiment 
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Table 4.2 Performance indices of three controllers in experiment. 

 Controller PID BC-TDE Proposed 

Scenario 1 
Index 1 0.7118 0.6794 0.3062 

Index 2 0.7238 0.7004 0.6955 

Scenario 2 
Index 1 1.7910 0.9770 0.3597 

Index 2 1.7329 1.6639 1.6020 

4.6 Chapter summary 

On the premise of the synthesis of adaptive integral sliding mode, feedback linearization 

technique, and time delay estimation, the proposed FTC scheme has been investigated in this 

chapter. Firstly, the descriptor of the EHA system in presence of matched, mismatched 

disturbance, and internal leakage fault is established. Then, we linearize the nonlinear EHA 

system by using the coordinate transformation. Next, the new lumped disturbance including 

disturbance/uncertainty, and the concerned fault is estimated by the assist of the TDE. 

Moreover, the TDE-based fault detection is developed. Lastly, the incorporation of adaptive 

integral sliding mode-based feedback linearization technology and TDE is proposed to 

guarantee high precision tracking control and maintain the stability system in spite of 

disturbances as well as faults. The Lyapunov approach is used to verify the stability of the 

closed-loop system. The simulation analyses and experiment results have demonstrated the 

efficiency of the suggested methodology.  
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CHAPTER 5  

ACTUATOR FAULT-TOLERANR TRACKING CONTROL 

WITH BIAS AND LOSS OF EFFECTIVENESS FAULT 

5.1. Introduction 

Due to their outstanding features, electro-hydraulic actuators (EHAs) have been widely 

deployed in modern industries, i.e., aerospace and construction fields. Specifically, the 

position/force tracking control problem for these applications has mainly been focused on 

developing [1, 64, 65]. However, there exist different factors against the control performance 

as well as the system stability, i.e., disturbances, uncertainties, nonlinearities, and some 

malfunctions [66], [67]. On the other hand, the practical EHA system regularly copes with 

output constraints in the type of physical limitations, performance specifications, and safety 

bounds in the position tracking control tasks [68]. Therefore, it is of significant challenge to 

obtain good tracking qualifications for the EHA system in the presence of these above 

disadvantages. 

In this chapter, the design and experimental evaluation of a fault-tolerant controller are 

introduced for a double-rod EHA subjected to actuator faults and disturbances. The internal 

leakage fault is captured as a bias fault, whilst the faults in servo-valve and supply failure are 

considered as a partial loss of effectiveness (LOE) fault. The design obstacles caused by the 

disturbances and bias fault are suppressed by nonlinear disturbance observers (NDO) while an 

asymmetric barrier Lyapunov function is used to ensure the non-violated boundary of the 

output position. To tackle the LOE fault, the development of an enhanced adaptive 

compensation technique for actuator fault-tolerant control (FTC) is then constructed. 

Moreover, to mitigate the “explosion of complexity” in the traditional backstepping design, 

the command-filtered control is utilized to elaborate the FTC scheme. It is shown by 

theoretical analysis that system stability is ensured under faulty conditions. Finally, 

simulation/experiment results and comparison studies are performed to further verify the 

effectiveness of the proposed approach. 
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This chapter is arranged as follows: In section 5.2, the mathematical model of the EHA 

is given which includes the problem statements and some lemmas. The proposed FTC consists 

of the nominal controller and reconfigurable controller that is presented in section 5.3. 

Sections 5.4 and 5.5 show the numerical simulation and experiment studies, respectively. 

Finally, the conclusions and future works are discussed in Section 5.6.  
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Figure 5.1 Schematic of the electro-hydraulic actuator with actuator faults 

5.2 Problem description 

The schematic diagram of the EHA with actuator faults is shown in Figure 5.1. Three 

main faults of the hydraulic-driven actuator are studied: 1) drop in supply pressure of a 

hydraulic power supply (Fsupply); 2) fault in a servo-valve (Fvalve); and 3) internal leakage fault 

(Fleak), which can be classified into two types of actuator fault: bias fault and LOE fault. 

From (3.8) and (3.10), actuator fault includes the partial LOE or the bias fault which can 

be formulated as follows: 

  , 0,1fu u            (5.1) 

where  
3

4
,e t

L L
c

C
P sign P

g V

   g3 will be denoted latter. 

Choosing 1 2 3[ , ] [ ,, , ]T T
a Ly yx x x wx P    as the state variables. From (3.1)–(3.5) and (5.1), 

the EHA system can be established by the following third-order nonlinear state-space model: 
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    denote the unmatched, matched disturbances, respectively. 

Lemma 5.1 [69]: There exists any positive constant g ∈ R, for ∀xa ∈ R satisfying |xa| < g ; the 

following inequality holds 
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2 2 2 2
log .g a

g a g a

x

x x


 


 

       (5.3) 

Lemma 5.2 [70]: For any scalar positive function (t): [0,]R+, the following inequality 

holds 

 
 

 
2

2
, .

z
z t z R

z t



   


     (5.4) 

Lemma 5.3 [71]: For a time-varying positive function Lf(t) 0, t  0,  and Lf(0) bounded. 

If the following inequality holds 

 ,f fL aL b         (5.5) 

where a and b are two positive constants, then it can be concluded that Lf(t) will lie in a 

bounded region (  fL t b a when t  ). 

Remark 5.1: For practical EHA systems, they appear constrained motions caused by narrow 

space, precision machining, performance specifications, or rescue tasks. We suppose that the 

output position x1 of the EHA is required to satisfy 

      1 , 0,l uy t x t y t t         (5.6) 

where yl and yu define lower and upper bounds of the desirable safe working range.  

Remark 5.2: The control objective is to synthesize a control signal u such that the output 

position x1 tracks the desired trajectory x1d to a bounded compact set, in the face of the lumped 
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disturbances and actuator faults. Inspired by the CFC, NDO, and reconstruction of the last 

virtual control law, the proposed FTC is developed to obtain the system stability and 

acceptable performance specifications for the plant (5.2)  
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Figure 5.2 Sketch of the proposed control approach 

5.3 FTC design and stability analysis 

The structure of the proposed controller is illustrated in Figure 5.2, which consists of 

three main parts: DO, fault diagnosis (FD) scheme, and main FTC controller. By considering 

the lumped disturbances and the bias fault as lumped uncertainties, two DOs are designed to 

handle their impacts. Then, the FD including fault detection and identification is investigated 

to diagnose the LOE fault. There are two components in the main FTC controller. A nominal 

controller is first constructed to solve the impacts of negative factors on a system, such as 

lumped disturbances, uncertainties, and bias fault. Meanwhile, the reconfigurable controller is 

developed to cope with the influences of LOE fault that can be active based on the fault 

information from FD. The FTC is proposed by combining the NDO, FD, and 

nominal/reconfigurable controller such that the output position does not violate the expected 

bounds and all signal states are bounded. 
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5.3.1 Nominal control design 

The nonlinear system (5.2) without LOE fault (v = 1) is first considered. Consequently, 

the control design procedure for the nominal controller is presented in this subsection. 

The error states are defined as follows: 

 1 1 1

1

,

for 2,3,

d

c
i i i

e x x

e x i 

 

  
      (5.7) 

where c
i  is the filtered signal of the virtual controller i. By using a first-order filter, the 

command filtered is formulated as 

 ; 1, 2,c c
i i i i i           (5.8) 

where    0; 0 0c
i i i     

Then, the compensated tracking error signals are given by zi = ei – vi where the 

compensation signals vi are defined as 

 1 ; 1, 2,c
i i i i i iv k v v i           (5.9) 

with vi(0) = 0, ki is a positive scalar. For i = 3, define 3 3 3.v k v   

Step 1: The derivative of z1 can be expressed as 

 1 1 1 1 2 1 1 1 ,dz e v z k v x            (5.10) 

A change of error coordinates is given by 
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  

   (5.11) 

where kx and ky are positive terms. 

The virtual control law 1 of step 1 is designed as 

 1 1 1 1 1 ,u dk e k z x           (5.12) 

where 

22

1 1 10, , 0.yx
u

x y

kk
k k

k k
 

  
           


 

Consider the time-varying asymmetric BLF V1 as 
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       (5.13) 

The derivative of V1 can be given by 
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       (5.14) 

where 
1 2 2 2 2

1 1

1
.

y x

q q

k z k z
 

 
 

 

Step 2: Differentiating z2 with respect to time yields that 

 
 2 2 2 2 3 1 1 2 2 3 2 2

2 1 1 2 3 2 2.

c c

c
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    

  

          

     

 


    (5.15) 

The virtual control law 2 is designed as 

 2 2 2 2 1 1 1 1
ˆ ,ck e z               (5.16) 

where 1̂  is the estimation of 1. 

The DO for mismatched disturbance 1 is constructed as 

  
1 1 1 2

1 1 1 2 1 2 3 1 2

ˆ ,

,

L x

L z L f x L x

 
 
 

             (5.17) 

where 1 1, L  are internal states, observer gain of the first DO. 

Define the disturbance error 1 1 1̂    . Taking the derivative of 1  as 

    
1 1 1 1 1 1 2

1 1 1 2 1 2 3 1 2 1 2 3 1

1 1 1 2

ˆ

.

L x

L z L f x L x L f x
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  
 

    

        

  

   

 

   (5.18) 

Lyapunov function candidate V2 is adopted as 

 2 2
2 1 2 1

1 1
.

2 2
V V z           (5.19) 

Taking the derivative of V2 yields: 
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     (5.20) 

Step 3: Differentiating z3 with respect to time yields that 

 3 3 3 3 3 2 2 3 3.cz e v g u k v               (5.21) 

The DO is constructed to estimate both matched disturbance and the bias fault 2 as 

 
 
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2 2 2 3 2 3 3 2 3

ˆ ,

,
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L z L g u L x

 
  

 

          (5.22) 

where 2̂  is the estimation of 2;  2 2, L  are internal states, observer gain of the second DO. 

Define the disturbance error 2 2 2ˆ    . Taking the derivative of 2 , one obtains 

 2 2 2 2 2 2 3

2 2 2 3

ˆ

.

L x

L z

    
 

    

  

    
 

      (5.23) 

The final control law u of the nominal controller is elaborated as 

 3 3 3 2 2 2
3

1
ˆ .cu k e z

g
             (5.24) 

Remark 5.3: The control law (5.24) is given to exhibit good tracking qualification and 

disturbance rejection despite the presence of lumped disturbances and the bias fault. However, 

it cannot ensure the system performance under the appearance of the LOE fault. Therefore, it 

is indispensable to construct the control law that can attenuate the impact of the severity of the 

LOE fault. 

5.3.2 Reconfigurable control design 

For the mentioned reason, the final control law u is reconstructed to overcome the effect 

of the LOE fault. In this regard, the LOE fault coefficient can be identified, and the achieved 

information is then used to compare with the detector threshold. Based on the compared result, 

the normal operation or faulty operation can be determined. If the LOE fault occurs, the 

reconfigurable controller is implemented instead of the nominal controller (5.24) to eliminate 

the influences of actuator failures. The system stability and acceptable performance of the 
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whole closed-loop system can be preserved. The control design procedure in step 3, section 

5.3.1 is rewritten as follows: 

From (5.21), by adding and subtracting the intermediate factor 3, we have 

 3 3 3 2 2 3 3 3 3
cz g u k v                (5.25) 

The intermediate controller 3 is elaborated as 

 3 3 3 3 2 2 2
ˆ ck e z              (5.26) 

Substituting (5.26) into (5.25), one obtains: 

 3 3 2 3 3 2 3az g u k z z           (5.27) 

where ua is the reconfigurable controller. 

The Lyapunov function candidate V is defined as 

 2 2 23
2 3 2

1 1
.

2 2 2

g
V V z
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
      (5.28) 

where   > 0, ˆ  , ̂  is the estimation of 
3

1
.

g 
   

Differentiating (5.28) with respect to time, it follows that: 
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 (5.29) 

Using Young’s inequality, one obtains 

 

2 2
1 1 1 1

2 2
2 2 2 2

1 1
,

2 2
1 1

,
2 2

  

  

  

  

  

  
      (5.30) 

The derivative of V is further derived as  
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3 3 3 3
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where 
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The final control law of the reconfigurable controller can be constructed as follows: 
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where 1 is a positive scalar. 

The adaptive law of parameter ̂  is determined as 

3 3 0
ˆ ˆ ,z b    

     (5.33) 

where b0 is a positive constant. 

Applying ua and ̂  to (5.31),  yields 
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Making use of Lemma 2, and noting that g3, v are positive parameters, we have 
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     (5.35) 

and considering the definition of , the following equality is derived: 
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    (5.36) 

From (5.35), (5.36), and (5.34) can then be simplified to 

 3 0
3 1

ˆ .
g b

V g
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        (5.37) 

By applying Young’s inequality, one obtains 

  2 20 0ˆ .
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The derivative of V becomes as 
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    (5.39) 

Then, we obtain 

 1 1 ,V a V b         (5.40) 

where 

          0
1 min 1 min 2 min 3 min 1 min 2 minmin 2 ,2 ,2 , 2 1 , 2 1 , ,

b
a k k k L L             

 

2
2 20

1 3 1
1

1
.

2 2i
i

b
b g v



    
  

Theorem 5.1: With the EHA system (5.2), if the two NDOs are designed as (5.17), (5.22); the 

virtual/intermediate control law is presented in (5.12), (5.16), (5.26) and the enhanced 

adaptive law for the LOE fault is presented in (5.33), the actuator FTC controller is indicated 

by (5.32). Then, all closed-loop signals, i.e., tracking errors, disturbance errors, and  are 

uniformly ultimately bounded, and the position constraint is unviolated in the simultaneous 

presence of lumped disturbances, bias and LOE fault. 

Proof:  

Further analysis of (5.40) can get 

   1 1

1 1

0 ,atb b
V V e

a a
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     (5.41) 

where   1 10V b a    .  

The error variables z1, z2, and z3 are bounded by the compact sets e1, e2, and e3 

respectively, defined as follows: 



 
 

47 
 

 

    

 

 

1 1

2 2
1 1 1

2 2 2
min 2

3 3 3
min 3

1 1 ,

,

,
2 1

e b a

e

e

z R k e z k e

Y z R z
k

Y z R z
k

Y  







       

    
  
    


 

         (5.42) 

Based on the above analysis, we can be concluded that the result of Theorem 5.1 can be 

achieved. The proof is completed. 

Remark 5.4: From (5.33), the exact fault information v̂  can be provided. Then, the fault 

decision scheme is carried out by comparing the estimation of v with a predefined threshold h 

which is decided through performing experiments. It can be described by 

 
3

faulty operation,  1
ˆ

ˆ  normal operation.
h

h

T
v

Tg

 
   

      (5.43) 

In the case of faulty operation, the reconfigurable controller is conducted to retain key 

properties of the overall system, such as stability and disturbance/fault rejection. 

Remark 5.5: It is noted that by designing the larger the k1, k2, k3, L1, L2, b0 and smaller the , 

the smaller the tracking errors, disturbance errors, and adaptor error will be. However, since 

the selection of these parameters is over a certain value, the qualification of the EHA system 

will be impacted (i.e., overshoot, chattering phenomenon). Thus, it is essential to choose 

suitable control parameters according to the controlled system. 

5.4 Numerical simulation 

5.4.1 Simulation setup 

To demonstrate the improved performance of the proposed FTC, simulation studies are 

first conducted in the EHA system by using Matlab/Simulink (R2021a version). The desired 

trajectory, i.e., the sinusoidal signals, is described as  

  1  10  10 ( ) mm ./ 2dx sin t                       (5.44) 

The setting parameters for the simulation EHA system are shown in Table 3.2. 
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Three control strategies are given and compared to prove the superior tracking 

performance of the suggested FTC method in the numerical simulation and experiments.  

C1: Strategy 1 is BLF-BC with two DOs. The control law is designed as follows: 

 

 
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       (5.45) 

C2: Strategy 2 is the BLF-CFC with adaptive actuator controller which is given by 

(5.32), without two DOs and the updating law is described by (5.33).  

Proposed controller: Strategy 3 is BLF-CFC with two DOs and an adaptive actuator 

controller.    

The control parameters and filter parameters of the proposed controller are carefully 

adjusted and tuned via the trial error method and shown as: k1 = 50; k2 = 150; k3 = 25; o1 = o2 

= 0.05; 1 = 0.1. The parameters for adaption part are set as  = 0.5, b0 = 1.3, 1 = 0.2e(–0.03t). 

As noted in Remark 1, the EHA is applied for different applications resulting in different 

constrain motions. In this paper, one type of the time-varying barriers for output displacement 

is set as yu = 25 + 2cos(t–) (mm), yl = –5 + 2cos(t–) (mm); kx = 1d – yl, ky = yu – 1d. The 

parameters for the NDO are set as L1 = 50; L2 = 65. The predefined threshold value is chosen 

as Th = 0.05. The LOE fault coefficient is set as v = 0.4. 

In a fair comparison, the control parameters of the C1 and C2 controller are set as the 

same as the proposed controller, i.e., the same value of k1; k2; k3; L1; L2. 

To evaluate the qualification of the proposed control method in the appearance of 

actuator faults, the different operational fault conditions are implemented during 20 cycles. 

The system starts the simulation in ideal condition from 0 to 10 s. The system operates in 

healthy condition with lumped disturbances from 10 to 20 s. From 20 to 30 s, the bias fault 

occurs, and the partial LOE fault happens in the remaining time.  
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Figure 5.3 Lumped disturbance and LOE fault estimation in the simulation. 

5.4.2 Simulation result 

In the simulations, the mismatched disturbance, and the matched disturbance with bias 

fault are approximated by two disturbance observers where the estimation results are depicted 

in Figure 5.3. From Figure 5.3, it shows that the observed values track their physical values 

from ideal conditions to faulty conditions. Once the mismatched, matched disturbances, and 

LOE coefficient appear, they are successfully estimated. For the matched disturbance 

containing the bias fault, the estimated value increases when the internal leak fault appears at 

the time t = 20s. Furthermore, despite the occurrence of both the bias fault and the LOE fault 

after t = 30s, the estimation value of the lumped uncertainties, including the matched 

disturbance and the bias fault has still been effectively preserved. Meanwhile, the LOE fault 

information is provided in the third subgraph of Figure 5.3 thanks to the assistance of the 

enhanced adaptive law. This value ̂  will be used for fault diagnosis that makes an exact 

decision. Consequently, the reconfigurable controller can be active. We can see that the LOE 

fault is immediately detected when the estimation of the LOE coefficient is bigger than the 

threshold value. Hence, the flexible switch between the nominal controller and reconfigurable 

controller has been performed that ensures the system stability and some key feature 

performances despite disturbances/faults. 
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Figure 5.4 Performances of the proposed controller in the simulation. 

Figure 5.4 illustrates, in turn, the position tracking performance, the tracking error, and 

the control inputs. With reference to Figure 5.4, the proposed FTC controller accommodates 

not only the lumped disturbance but also the generated actuator faults. However, the tracking 

error and control action has changed since the ideal condition, disturbances, bias, and LOE 

fault are sequentially applied. The input signal is significantly increased against the bias fault 

and LOE fault during the operation, as expected. After 30 s, the LOE fault is detected and 

identified by the received information from FD, then the reconfigurable controller instead of 

the nominal controller is enhanced to reduce the effects of the LOE fault. It is obvious that the 

control effort of the reconfigurable controller is enriched to effectively compensate for the 

actuator LOE failure. Moreover, the position tracking performance remains within the 

specified tolerance and without violating the predefined boundary, as shown in Figure 5.4. 

 

Figure 5.5. The overall tracking error of different control methods 
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For the sake of comparison with other approaches, the tracking errors are also plotted in 

Figure 5.5. As one can see, the position error of the relevant controllers increases as a result of 

starting the ideal condition, introducing the disturbance, bias fault, and LOE fault, 

respectively. However, there is a significant difference between the three controllers. The 

proposed controller brings the best performance among the three controllers. Meanwhile, the 

C1 and C2 cannot exhibit good performance as expected due to the lack of some 

compensation components. Furthermore, some of the true root mean square (RMS) values 

(    2

0
1 ,

T

iT e t dt  where T is the time period) and maximum errors (max(ei)) of the 

corresponding controller in Figure 5.6 confirm again the outstanding of the suggested method. 

 

Figure 5.6 Result of performance indexes in the simulation 

5.5 Comparative experimental results 

5.5.1 Experiment setup 

The hardware of the hydraulic testbench is displayed in Figure 3.3. The tracking 

reference signal (5.44) is also applied to evaluate the tracking performance of the different 

control methods. In the experiment, the EHA system parameters are set similar to the 

corresponding values in simulation while some control gain parameters are returned as k1 = 

45; k2 = 120; k3 = 30 and the parameters for adaption part are set as  = 0.9, b0 = 0.45. The 

NDO gains are selected L1 = 40; L2 = 75. 

5.5.2 Experiment results 

Two experiments were executed to appraise the effectiveness of the suggested FTC 

scheme. The various operational fault conditions are performed during 30 cycles. Experiment 

1 considered only the LOE fault while both the internal leakage fault and LOE fault were 

tested in Experiment 2. The experiment results are described as follows. 
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Figure 5.7 Mismatched, matched disturbance and LOE fault estimation of the proposed 

method in the experiment. 

Firstly, the precise estimation results of the two experiments for the matched, 

mismatched disturbances and LOE fault coefficient of the proposed approach are plotted in 

Figure 5.7. It can be seen in the first and second subgraphs of Figure 5.7, the mismatched, and 

matched disturbances rise after the appearance of the bias fault or LOE fault; and the matched 

DO can approximate the lumped uncertainties including disturbances and the bias faults in a 

timely manner. As seen in the third subgraph of Figure 5.7, the LOE coefficient is also 

successfully estimated and compared with the threshold value. Then the reconfigurable 

controller is used to replace the nominal controller that maintains the acceptable tracking 

performance.  

Experiment 1: In this experiment, the electro-hydraulic system operates in healthy 

condition with inherent lumped disturbances from 0 to 40 s. Then the LOE fault experiment is 

implemented which occurs from 40 to 60 s. Figure 5.8 shows the experiment results with 

sinewave response. As seen in this figure, the output position of three control methods satisfies 

the output constraint condition in both healthy and faulty modes. However, the tracking error 

of the proposed controller is the smallest in comparison with the C1 and C2 because the 

proposed method possesses both the actuator FTC controller and two DOs to compensate for 

the lumped disturbances as well as LOE fault. It is noteworthy that the error state of the 

proposed controller after 40 s and the C2 controller has some structural vibrations because of 

the enhanced effort of the actuator controller to suppress the influences of LOE fault. On the 
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other hand, the control input of C1 decreases due to the impact of the LOE fault that causes 

the big error after 40 s. Meanwhile, the control action of C1 and the proposed controller 

increase against the LOE fault.  The efficacy of comparative controllers is evaluated through 

two performance indexes and summarized in Figure 5.9a. It is noteworthy that the RMS error 

and maximum error of the proposed controller, in turn, 0.2634 and 0.8854 mm are the smallest 

during the tracking desired signal. This reconfirms the outstanding efficiency of the proposed 

control algorithm. 

 

Figure 5.8 Performances of three control methods in experiment 1 

 

Figure 5.9 Result of performance indexes in the experiment. 

Experiment 2: In scenario 2, the internal leakage fault experiment is performed from 20 

to 40 s, whilst the LOE fault appears from 40 to 60 s. The internal leakage fault arises when 

the manual flow control valve is opened. Figure 5.10 describes the experiment results which 

indicated that the position error of the C1, C2, and the proposed method all rise under the 
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occurrence of the leakage fault and LOE fault. Nonetheless, in comparison with C1, the 

tracking error of the proposed method is better due to a compensation system of CFC. 

Meanwhile, compared with the C2 control method, the proposed controller can observe and 

effectively compensate for the matched, mismatched disturbances, and bias fault through two 

NDOs as shown in Figure 5.7. Consequently, the FTC proposed approach obtained better 

performance and stronger robustness when the bias fault and LOE fault simultaneously occur. 

Figure 5.9b presents the results of two performance indexes of three controllers. It indicates 

that the tracking performance of the proposed controller is improved by 87%, and 66% in 

comparison with the other two controllers, respectively. This clearly validates the 

effectiveness of the proposed method. 
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Figure 5.10 Performances of three control methods in experiment 2 

According to the aforementioned comparative simulation and experiment studies, it is 

revealed that the proposed FTC can be warranted the stability condition and output non-

violating the prebound in all situations. Furthermore, it provides superior tracking 

performance in the face of the matched, mismatched disturbances, bias, and LOE fault among 

the four controllers. 

5.6 Chapter summary 

Even though there are meaningful explorations in the tracking control for the EHA 

system, the experimental research of FTC to tackle the challenging problem such as lumped 
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disturbances, bias faults, and LOE fault is scarce. Come up with this shortcoming, the 

proposed FTC scheme was constructed by combining NDO, CFC, and an adaptive 

compensation technique to improve tracking qualification and guarantee safety issues 

subjected to the presence of lumped uncertainties, bias fault and partial LOE fault. In detail, 

the NDO was deployed to cope with the lumped uncertainties including matched, mismatched 

disturbances, and bias fault. The BLF was introduced to ensure the position constraint for the 

EHA system was not violated. Meanwhile, the LOE fault was successfully detected and 

identified, which was then fed back to the reconfigurable controller. The CFC approach was 

applied to solve the problem of “explosion of complexity” in the backstepping design process, 

and a compensation system was developed to decrease the tracking error. Both numerical 

simulation and experiment results were implemented to demonstrate superior tracking 

performance and system stability even in faulty conditions.  
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CHAPTER 6 

ROBUST SENSOR FAULT-TOLERANT TRACKING 

CONTROL 

6.1 Introduction 

The electro-hydraulic servo system (EHA) usually faces multiple sensor faults and 

disturbances, which is difficult to achieve good tracking control, reliability, and stability 

control [72]. In this chapter, an advanced fault-tolerant controller is proposed for an EHA to 

deal with the above challenge. The three fault observers, called nonlinear unknown input 

observers (NUIOs), are developed to effectively estimate the position, velocity, pressure 

sensor faults and the system states. The fault detection, estimation, and isolation (FDEI) are 

then presented as effective for multiple sensors failure at a time. The first NUIO for position 

sensor fault is utilized for the tracking control, whilst the other NUIOs are used for alarm 

proposal. The adverse effects caused by the matched and unmatched disturbances are 

eliminated by two extended state observers (ESOs). In addition, to avoid the “explosion of 

complexity” when computing the derivatives of virtual control laws, the dynamic surface 

control (DSC) is applied to design the fault-tolerant control (FTC) scheme. The Lyapunov 

principle ensures system stability under lumped disturbance and faulty conditions. Finally, 

simulation studies and evaluation results are performed to demonstrate the validity of the 

proposed FTC algorithm. 

The architecture of this chapter is arranged as follows. Section 6.2 derives the problem 

statements, including system description of the EHA, and some required assumptions. In 

Section 6.3, the proposed NUIO on the basis of LMI approach is presented. Section 6.4 

presents the ESOs and the DSC-based FTC design. Simulation studies on the proposed 

algorithm are shown in Section 6.5. Finally, the conclusions are discussed, and future works 

are put forward in Section 6.6.  
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6.2 Problem statement 

The block diagram of the symmetric EHA in the presence of multiple sensor faults is 

illustrated in Figure 6.1. From Figure 6.1, three sensor faults of hydraulic driven actuator are 

considered: 1) position sensor fault (fs1); 2) velocity sensor fault (fs2); and 3) load pressure 

sensor fault (fs3).  
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Figure 6.1 Schematic of the electro-hydraulic actuator with sensor faults 
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uncertainties, 1 and 2, can be expressed by: 
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     denote the unmatched, matched disturbances, respectively. 

In the case of sensor faults, the practical measured system state can be established as 

1 2 3, , .F F F
p s p p s L L sy x f x x f P P f        Hence, the sensor fault dynamics is formulated by 
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d f θ
                   (6.2) 

where fs = [fs1 fs2 fs3]T denotes the concerned sensor fault, i.e., position sensor fault and load 

pressure sensor fault, ds = [ds1 0 0; 0 ds2 0;0 0 ds3], dsi is a scalar that describes the evolution of 

the ith sensor fault, s = [s1 s2 s3]T is an unknown input signal, C = I3 is output matrix, I3  

3x3 is a unit matrix  3x3 is,  s 1 2 3D d d d , d1 = [1 0 0]T, d2 = [0 1 0]T, d3 = [0 0 1]T, 

denotes a standard vector. Based on (6.1) and (6.2), the augmented system including sensor 

fault can be rewritten as follows [73]: 

 ,

,

,i i i i i

i i i

u



  

y S ξ

ξ g ξ E χ
                                       (6.3) 

where  T,i sifξ x  is an augmented state vector, Ei represents the known fault distribution 

matrix, Si = [C di]T,  2 3 3

T

1 22
T[ , , ] , , , .,i a i sib si sif w u f dx w x f     g χ   

Assumption 6.1: The sensor faults can simultaneously appear at the position, velocity, or load 

pressure sensor at the same time. 

Assumption 6.2: For the nonlinear function g(), ξ̂  is the estimated state vector, there exist a 

Lipschitz constant  such that  

    ˆ ˆ .  g ξ g ξ ξ ξ       (6.4) 

Remark 6.1: The first objective is to design three NUIO observers for estimating the position, 

velocity, load pressure sensor fault, and then the FDEI is given. The second objective of this 

study is to organize an appropriate u that drives the output x1 of the EHA (6.1) to track the 

desired trajectory x1d in spite of the lumped disturbances and sensor faults.  

Remark 6.2: It should be noted that sensor faults can be divided into three situations: bias fault 

(i.e., offsets, poor calibration, scaling errors), partial loss of effectiveness sensor fault, and the 

outage case [17]. In this paper, a bias sensor fault case model formulated by (6.2) is used. The 

latter two faults will be studied in our future works. 
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Figure 6.2 Schematic view of the proposed control scheme 

6.3 NUIO-based fault identification for EHA 

The architecture of proposed control approach is described in Figure 6.2, which 

comprises of three main parts: three NUIOs (sensor faults and states estimation), two ESOs, 

and DSC control approach. In this section, the procedure of three NUIOs design is described 

whilst the remaining parts are presented in the next section. It is noted that the sensor faults 

may be simultaneously at a time in this study. By considering the matched, unmatched 

disturbances, unknown input signal as the unknown input terms, three NUIOs are designed to 

approximate the internal system states and position, velocity, or load pressure sensor fault, 

respectively. Then, the sensor faults are detected when the estimated value is bigger than a 

predefined threshold. In addition, the location of the faults is determined through the three 

NUIOs. When the sensor faults were identified and detected, only the position sensor fault 

information is used to feed to the integrated controller. Other sensor faults, i.e., velocity, load 

pressure sensor fault, are detected for the alarm proposal. 

The procedure design observer process is built based on the separate sensor fault 

warrants the independent operation of the designed fault observer. Without loss of generality, 

a typical observer is constructed to provide a unified approach, other observers will be 

similarly designed. For the sake of simplicity, , g, , E, y, S denote i, gi, i, Ei, yi, Si, 

respectively. 

Considering the NUIO for a fault estimation process: 

 
 ˆˆ ,

ˆ ,
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ξ = ψ Ry


      (6.5) 
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where  ˆˆ ,ug = g ξ , R  4x3, H = I – RS, I  4x4 is a unit matrix, K  4x3 are the gain 

matrices to be designed.  

Defining estimation error ˆξ = ξ ξ , and using (6.3), one has 

   .   ξ = ξ ψ RSξ = I RS ξ ψ      (6.6) 

From (6.3), (5.7), (5.8), the derivative of ξ  is given by  

      ˆ .    ξ = I RS g g I RS Eφ KSξ      (6.7) 

If one can make the following relationship holds: 

   .I RS E = 0       (6.8) 

Hence, the unknown input vector  has been decoupled. The state estimation error 

dynamics (6.7) simplify to 

  ˆ . ξ = H g g KSξ        (6.9) 

The solution of (6.8) relies on the rank of matrix SE. If the condition rank (SE) = rank 

(E) is satisfied, R exists. Therefore, the robust NUIO (6.5) for the EHA (6.3) can be designed, 

and a special solution of (6.8) is derived by 

 ,1 2R = R YR      (6.10) 

where 
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R = E SE SE SE ,

R = I SE SE SE SE
    (6.11) 

and Y is a gain matrix to be designed. 

Theorem 6.1: If there exist a positive definite symmetric matrix P  4x4, and two matrices Y, 

K that satisfy the following inequality 

  T T( ) 0,     PKS KS P PHH P I    (6.12) 

then (6.5) is the NUIO for sensor fault estimation of (6.3), and 0ξ  in a certain time. 

Proof: Consider the Lyapunov function candidate Vuio 

 .uioV  Tξ Pξ          (6.13) 
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Using (6.4), (6.9), the derivative of Vuio can be given by 
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    (6.14) 

Since  > 0 in terms of (6.12), one has Vuio < 0, which shows ξ  tends to zero 

asymptotically, i.e., imiξ  with im is a small positive constant. The Theorem 1 is proven. 

Procedure 1: On the premise of Theorem 6.1, the design procedure of the NUIO for sensor 

fault estimation can be summarized as follow: 

1) Determine R1, R2 according to formulas (6.11) 

2) Solve the LMI (6.12) to achieve the matrices P, Y, K. 

3) Compute the other observer gain matrices R, H. 

Remark 6.3: The NUIO in (6.5) is built for a sensor fault that depends on the structure of the 

vector Di. In this work, the three NUIOs are independently constructed to identify and detect 

the sensor fault. Among these observers, NUIO 1 is used for the position sensor fault that will 

feed the state estimation to the control law. Meanwhile, the NUIO 2 and NUIO 3 are utilized 

for the detection, and alarming proposes the velocity and load pressure sensor fault. 

Remark 6.4: The control error is generated by subtracting displacement output with desired 

signal, and it is reconstructed under the position sensor fault. Because the aim is to perform a 

position tracking control task, the control errors of other sensor faults are not considered 

within the scope of this paper. In detail, the estimation value is compared with a threshold, 

once the ith sensor becomes faulty, the control error will be calculated as e1r = x1r – x1d. x1r 

denotes the output value of the reconfiguration mechanism which is given by 

 1 1 1
1

1 1 1

,

ˆ ,
s

r
s

y if f
x

y if f




   
      (6.15) 

where 1 is a predefined threshold, xd1 is the desired signal. And the alarm of velocity and load 

pressure sensor is set when , 2,3si if i   with i are threshold values. 
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6.4 Observer-based fault-tolerant tracking control 

As abovementioned, to handle the influence of the multiple sensor faults and matched, 

unmatched disturbance for the tracking problem, the FTC controller based on DSC method, 

NUIOs, and ESOs is constructed. Since the position, velocity, and load pressure sensor fault 

occurs, the estimation values of the component sensor of NUIO 13 are implemented instead 

of the measurement value to eliminate the influences of the sensor failure. Meanwhile, the 

design obstacle of lumped disturbance is mitigated by ESOs which provide real-time lumped 

disturbance compensation for the controller. The proposed FTC can preserve the system 

stability and acceptable performance of the whole closed-loop system under the effect of the 

multiple sensor faults and disturbances. The procedure control design procedure is presented 

as the following. 

6.4.1 ESO design 

The disturbance compensation module is designed to improve the performance tracking 

control for EHA. In this work, the ESOs are utilized to estimate both matched and unmatched 

disturbances in which the disturbance is extended as a new state. Then, the nonlinear system 

(6.3) with only position sensor fault can be reorganized as follows: 

 

 

   

2 2 2 3 1

1 1

3 3 2 3 3 2

2 2

,

,

, , ,

.

a

b

f x w

q

x x

f x x ux w x u

q







   



   












     (6.16) 

Therefore, two ESOs can be elaborated as follows: 
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where 1 2ˆ ˆ,   denote the estimate of 1, 2; r1, r2, r3, r4, are positive constants; 1 2,   are the 

observer gain parameters which can be considered as the bandwidths of the ESOs. 

The observer error dynamics are calculated by subtracting (6.16) to (6.17) and shown as 
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    (6.18) 

Define the disturbance error 
T
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where 1 3
1 2 1 2 1
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If Ai (i = 1, 2) is the Hurwitz matrix, a positive definite matrix Pi exists so that the 

following equality holds selected 

 T ,i i i i i  A P P A Q      (6.20) 

where Qi is the symmetric positive definite matrix. 

Theorem 6.2: For the EHA (6.1), with a set of big enough design parameters 1, 2 are 

selected, the ESO is constructed in (6.17) which can ensure the bounded estimation 

performance. 

Proof: 

Lyapunov function candidate Vesoi is selected as 

 .T
esoi i i iV   P       (6.21) 

Using (6.20), Assumption 1c, the derivative of Vesoi is calculated as 
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Applying Young’s inequality, one obtains 
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The derivative of Vesoi is rewritten as 
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Then (6.24) becomes 
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From (17) and noting Lemma 1, the ESO errors for matched and unmatched 

disturbances are bounded by the compact sets as 
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Theorem 6.2 is verified. 

6.4.2 FTC design with ESOs and NUIO 

Since the position sensor fault is successfully detected and identified by NUIO 1, the 

reconfiguration mechanism is performed by switching between estimation and measurement 

value. Meanwhile, the matched, unmatched disturbance are estimated by two ESOs. Both the 

obtained results of NUIO 1 and ESOs will feed to the DSC-based FTC controller that is 

presented as follows: 

Step 1: Define tracking errors, we have 
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      (6.28) 

where x1d is the reference signal, i–1 represents the virtual controller, which need to be 

designed. 
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To eliminate the influences of ‘‘explosion of complexity’’ caused by the backstepping 

iteration and achieve the objective, we will deploy the DSC technique to perform the design 

task. Considering a first-order filter 1, the command filter is elaborated as 

    1 1 1 1 1 1, 0 0 ,d dx x           (6.29) 

where 1 is positive coefficient. 

Defining the error compensation z1 = 1 – x1d for the filter, its derivative is computed as: 

 
1

1 1 1 1 1 1 .d dz x z x             (6.30) 

The virtual control law 1 is constructed with noting Remark 6.2 and (6.28), one yields 

 1 1 1 1 1 1 1 1 1,re e                 (6.31) 

where 1 is a control gain and a positive constant. 

Lyapunov function candidate V1 is chosen as 

 2 2
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1 1
.

2 2
V e z        (6.32) 

Differentiating (6.32) with respect to time, it follows that: 
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Using Young’s inequality, one yields 
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where 1m is a positive constant. 

The derivative of V1 reduces as  
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Step 2: Then, a similar approach to step 1 is applied to derive the virtual controller 2. The 

command filter can be constructed as follows: 

    2 2 2 1 2 1 2, 0 0 , 0,              (6.36) 
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where 2 is a positive scalar. 

Denotes z2 = 2 – 1 for command filter, the filter error dynamics is given by: 
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where  1 1 1,e   represents a continuous function, and  1 1 1 1, me   . 

The virtual control law 2 is constructed as 

  2 2 2 2 1 2 1 2

1
ˆ , 0,
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e e f
w

             (6.38) 

where 2 is a control gain and a positive constant. 

Considering the Lyapunov function as follows:  
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and differentiating V2 with respect to time, we have: 
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Applying Young’s inequality, one gets: 
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From (5.35), (5.36), (5.34) can then be simplified to 
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Step 3: This step gives the final control input. The virtual controller 2 pass through a first-

order filter 3 as 
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    3 3 3 2 3 2 3, 0 0 , 0.              (6.43) 

Define z3 = 3 – 2, one has 
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where  2 2 2,e   represents a continuous function and satisfies  2 2 2 2, me   . 

The input signal u can be designed by 
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The Lyapunov function be selected as follows:  

 2 2
3 3 3

1 1
.

2 2
V e z        (6.46) 

The time derivative of V3 is achieved as follows:  
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Theorem 6.3: For the EHA dynamics reported by (6.3), with the designed NUIO in (6.5), if the 

ESOs are developed as (6.17), the control law carried out by (6.45). It can be revealed that all 

system states ei, zi are uniformly ultimate boundedness in the presence of lumped disturbances, 

and faulty conditions. 

Proof: 

The positive-definite Lyapunov function candidate expressed as  

1 2 3.V V V V                                     (6.48) 

Taking the derivative of V, we obtain 
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where  
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Further analysis of (5.40) can get 
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where  0 .t tV b a   

From (6.50), we have limtV = /t tb a  and according to the Lemma 1, it can imply that 

the variables ei, zi are uniformly bounded. In addition, the error variables e1, e2, and e3 are 

bounded by the compact sets Ue1, Ue2, Ue3 respectively, defined as follows: 
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Therefore, Theorem 6.3 is proven. 

6.5 Simulation results 

6.5.1 Simulation setup 

Simulations were performed by MATLAB/Simulink to evaluate the position tracking 

performance of the proposed controller under the impact of sensor fault and lumped 

uncertainties. The displacement demand is sinusoidal signal, i.e., x1d = 10(1–cos(t))(1–exp(–

t)) (mm) and multistep reference tracking. Table 3.2 provides the actuator physical parameters. 



 
 

69 
 

The controller parameters of the suggested controller, i.e., DSC technique-based FTC 

controller with two ESOs and NUIO, described in Section 6.3, are listed as: 1 = 50; 2 = 150; 

3 = 25; 1 = 2 = 3 = 0.05. The ESO parameters are tuned as r1 = r3 = 2; r2 = r4 =1; 1 = 100; 

2 = 150. The predefined threshold value of position, velocity, and load pressure sensor are 

carefully set as 1 = 4 (mm), 2 = 30 (mm/s), 3 = 1.5 (bar), respectively. The NUIO 

parameters are determined by following the Procedure 1, shown as: 
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To make a comparison, the other two controllers are also applied for the EHA: Strategy 

1 is the control algorithm which is same as the proposed controller but without NUIO 

(DSESO) while Strategy 2 is the same as proposed controller but without two ESOs 

(DSNUIO). For fairness, all design parameters of these controllers are set the same as the 

corresponding parameters of the suggested controller. 

In order to study the validity of the proposed control in the presence of sensor faults and 

lumped disturbances, the following two parts were performed: 

1) Sensor faults separately and simultaneously occur one at a time such as position, 

velocity, and load pressure sensor fault. The purpose of this part is to verify the effectiveness 

of the three NUIOs for fault detection and fault estimation. 

2) Sensor faults simultaneously happen in above-mentioned sensor fault. Besides, the 

matched and unmatched disturbances are also appeared. The purpose of this part is to 
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demonstrate the effectiveness of the proposed controller for position tracking control problem 

under multiple sensor fault conditions. 

6.5.2 Simulation result 

a) NUIO performance validation 

In this simulation, the fault detection of the three different fault types was conducted: 1) 

Fault in position sensor with ds1 = –1; s1 = 20 + 5sint; 2) Fault in velocity sensor with ds2 = –

1; s2 = –70 + 10sawtooth(t); 3) Fault in load pressure sensor with ds3 = –1; s3 = 5.  

For the case separately occurrence fault, at the time t = 5s, the sensor fault happens. The 

estimation performance of three NUIOs is given in Figures 6.36.5. As seen in Figures 

6.36.5, it is clear that three NUIOs estimated the fault accurately. Moreover, the estimation 

value of every sensor fault is within the thresholds in the normal state while it exceeds the 

thresholds in the fault state. For fault detection, the value ‘‘1’’ and ‘‘0’’ reveals whether a fault 

can be detected or not. When the sensor fault is identified, and its estimation value exceeds the 

predefined thresholds, the NUIO successfully detects a fault. This indicated that the faults 

happened in position, velocity, or load pressure sensor and the respective fault flag was set as 

1. Hence, the alarm will be activated to notify the operator or engineer, and the fault then 

needs to be fixed. Besides, three above sensor fault types can be effectively isolated via three 

NUIOs.  
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Figure 6.3 FDEI of NUIOs in case of only fault in position sensor. 
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Figure 6.4 FDEI of NUIOs in case of only fault in velocity sensor. 

 

Figure 6.5 FDEI of NUIOs in case of only fault in pressure sensor. 

For the case simultaneously occurrence fault, at the time t = 5s, three sensor faults 

happen. The estimation performance of three NUIOs is given in Figure 6.6. It can be seen that 

every designed fault observer can effectively approximate the relevant sensor fault. 

Furthermore, the location of the faults is determined through the three NUIOs. The simulation 

results confirm the reliability and the effectiveness of the fault diagnosis algorithm in both 

case studies including separately and simultaneously fault appearance. 
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Figure 6.6 FDEI of NUIOs in case of simultaneous fault. 

Remark 6.5: In this study, although the all-sensor faults occur at the same time t = 5s, the 

sensor faults (i.e., position, velocity, and pressure sensor faults) are detected at different times, 

in turn, 5.26s, 5.55s, 5.37s. This fact ensures that the condition rank (SE) = rank (E) for (13) 

is satisfied. Therefore, the proposed FTC scheme with three NUIOs can effectively work 

under sensor faulty conditions. 

b) Tracking performance validation 

In this part, to demonstrate the performance of the proposed controller in position 

tracking control problem, two demand signals are applied under the displacement sensor fault 

and lumped uncertainties. The position sensor fault and other sensor faults appear at the time t 

= 5s. Hereby, a reconfigurable mechanism is introduced for position tracking control issue. By 

using the achieved sensor fault information, the faulty sensor is switched to the estimated 

output from the NUIO 1 since a position sensor fault is detected. 

Case 1: Sinusoidal reference tracking 

Firstly, the obtained results of three controllers are depicted in Figure 6.7 that indicates 

the position tracking performance, the tracking error, and the control inputs, respectively. With 

reference to Figure 6.7a, the DSESO performs the worst tracking performance under the 

position sensor fault due to the lack of compensation of NUIO. Especially, the tracking error 

of DSESO is great since the sensor fault occurs at time t = 5s. On the contrary, the relevant 

controllers, i.e., the proposed controller, DSNUIO can tackle the effect of the displacement 
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sensor fault because of the support of the NUIO. However, the proposed controller provides 

better tracking performance than the DSNUIO controller by benefiting from ESOs to 

approximate matched and unmatched disturbances in real time. The zoom in of tracking error 

in Figure 6.7b implies that the suggested controller has the smallest error as compared to other 

controllers. Besides, the control effort u of the contrastive three controllers can be exhibited in 

the second subgraph of Figure 6.7a, which is significantly adjusted after the detection of a 

fault.  

 

a) 

 

b) 

Figure 6.7 Performances of comparative controllers in case 1 
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Figure 6.8 Lumped disturbance estimation of ESOs in case 1 

In addition, the estimation performance of the two ESOs are displayed in Figure 6.8. 

From Figure 6.8, we can see that the lumped disturbances are successfully estimated. Hence, it 

will be compensated feedforwardly through the procedure control design. It is noteworthy that 

their estimation performance can be further enhanced when the design parameters 1, 2. are 

increased. Nonetheless, this causes a trade-off between the estimation performance and the 

system stability. 

Table 6.1 Summary of performance indices 

 Controller Proposed  DSNUIO DSESO 

Case 1 
RMS (mm) 0.046 0.1337 17.1859 

max(ei) (mm) 0.5087 0.5336 20.5805 

Case 2 
RMS (mm) 0.0179 0.0466 17.2089 

max(ei) (mm) 0.4843 0.4916 21.5574 

 

Case 2: Multistep reference tracking 

To further verify the robustness of the proposed methodology, the multistep trajectory is 

given. The position tracking performance of three controllers are displayed in the first 

subgraph of Figure 6.9a which reveals that x1 can track x1d under healthy condition (t < 5s). 

However, since multiple sensor faults happen, the output response of the DSESO without 

NUIO cannot tracking the reference signal x1d. Meanwhile, owning the effectiveness of the 

fault detection and estimation from NUIO, the DSNUIO and proposed can ensure the tracking 
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error as small as possible. Furthermore, as seen from the zoom in of the tracking error in 

Figure 6.9b, the proposed controller exhibits better tracking performance than that of 

DSNUIO, this demonstrates the advantage of the synthesized ESOs. The control input of all 

controllers shown on the final subgraph of Figure 6.9a, which are strongly regulated to adopt 

the sensor fault at t = 5s. It can be observed that the control efforts are impacted when the fault 

is detected.  

 

a) 

 

b) 

Figure 6.9 Tracking performance of different control methods in case 2 

The estimation performance of two ESOs in this case is presented in Figure 6.10. From 

Figure 6.10, it indicates that the estimated matched and unmatched disturbance can track its 

physical value as closely as possible, which further verifies good estimate performance of the 

designed ESO observers. 
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Furthermore, to quantitatively evaluate the robustness of the three controllers, the two 

performance indexes are computed, i.e., the RMS value (    2

0
1 ,

T

iT e t dt  where T is the 

time period) and maximum error (max(ei)). Using the tracking error data from Figure 6.7 and 

Figure 6.9, the result of performance indexes of the relevant controller is summarized in Table 

2. It is worth mentioning that for each case, the suggested controller has the smallest RMS 

error as well as maximum error in comparison with other controllers. This reconfirms the high 

control precision and strong robustness of the proposed algorithm under the multiple sensor 

faults and lumped disturbances. 

 

Figure 6.10 Lumped disturbance estimation of ESOs in case 2 

Case 3: Multistep reference tracking with different lumped disturbance 

To further validate the effectiveness of the proposed method against disturbances under 

sensor faults, we perform the simulation with different lumped disturbances and compare it 

with the DSNUIO. The matched, unmatched disturbances are adjusted which increases the 

challenge of the designed controller. For instance, the friction force value changes from 10x2 + 

50sign(x2) to 20x2 + 100sign(x2), and the leakage disturbance  3 3 ,f tQ C x sign x   

82.5 10tC   is added to matched disturbance  2 2

4 e
t f

c

Q Q
V

      after 10s. The 

estimation performance of the two ESOs, in this case, is displayed in Figure 6.11 while overall 

tracking errors are depicted in Figure 6.12. From Figure 6.12, it can be seen that the tracking 

error of DCNUIO becomes worse and unstable, especially after 10s, due to the lack of 

disturbance compensation. Meanwhile, the proposed controller brings less tracking error 
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thanks to ESOs as a compensation part. The result of maximum errors is 0.5324 (proposed 

controller) and 0.4655 (DSNUIO) in case 3, it confirms the efficacy of the proposed strategy 

over the DSNUIO method. 
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Figure 6.11 Lumped disturbance estimation of ESOs in case 3 
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Figure 6.12 Tracking errors of two control methods in case 3 

According to the achieved simulation results, we can conclude that the proposed FTC 

exhibits superior tracking performance and can ensure the stability condition in the presence 

of the matched, unmatched disturbances, multiple sensor faults. 

6.6 Chapter summary 

In this chapter, the proposed FTC scheme is elaborated and applied for the dynamics 

model of EHA to overcome the influences of the negative factors such as 

disturbance/uncertainties, and multiple sensor faults. This is the first time, three NUIOs are 

deployed to detect and estimate the simultaneously sensor faults, i.e., position, velocity, or 
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load pressure sensor fault. Every sensor fault is successfully identified and isolated that 

validates the effectiveness of the suggested NUIO. Next, the position tracking control problem 

is considered under the multiple sensor faults and lumped disturbance. The ESOs are 

employed to deal with the matched, unmatched disturbance and further enhance tracking 

performance of the closed-loop system. Meanwhile, the NUIO 1 is used to provide the exact 

estimated position value when the position sensor fault appears. The DSC handles the 

derivative explosion phenomena when computing the derivatives of virtual control laws. The 

advanced FTC scheme comprises of DSC, NUIO, ESO that provides a continuous tracking 

control regardless of sensor fault and disturbances. System stability and asymptotic tracking 

convergence were verified by the Lyapunov theory. The comparison results have been 

conducted to demonstrate effectiveness of the proposed algorithm.  
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CHAPTER 7 

CONCLUSION AND FUTURE WORKS 

7.1 Conclusion 

This thesis presents some effective FD and fault-tolerant tracking control design for an 

EHA system. First of all, the overview of FD and FTC is discussed and reported. The 

mathematical model of EHA system is then formulated in the face of the lumped disturbance 

(i.e., matched and mismatched disturbance). The lumped disturbance comprises of parametric 

uncertainties (i.e., the unknown friction, leakage coefficients, unmodeled dynamics) and time-

varying disturbance (i.e., external load). The possible system faults in the EHA system are also 

carried out such as actuator fault and sensor fault. For actuator faults, the internal leakage 

fault, the LOE fault caused by drop in supply pressure of a hydraulic power supply or fault in 

a servo-valve are considered. For sensor faults, the position, velocity, and pressure sensor, are 

given in this thesis. 

To deal with disturbances/uncertainties, an effective control technique, called an 

observer-based nonlinear controller, was developed to cope with the disturbances and 

uncertainties of the EHA. The core idea of this approach is to create an observer to 

approximate the different disturbances in the system and then mitigate their effect through a 

control design procedure. Various disturbance observers were induced in this thesis, such as 

time delay estimation in chapter 4, nonlinear disturbance observer in chapter 5, and ESO in 

chapter 6. These observers are used as an efficient tool for disturbance compensation.  

To cope with the internal leakage fault-tolerant tracking control problem of the real EHA 

system, a TDE combined FBL, adaptive ISMC (AISMC) technique is presented in chapter 4. 

Firstly, a coordinate transformation is used to convert the original system becoming a linear 

system to reject the inherent nonlinear features. Besides, the new lumped uncertainty is 

formulated including matched, mismatched disturbance, and the fault. Next, the FDTDE 

technique is deployed to approximate the given lumped uncertainty. The fault is successfully 

detected and accommodated when the estimated new lumped uncertainty is larger than a 

predefined threshold. Then, the estimated value via the TDE, and an adaptive law are 
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integrated into the ISMC which increases the robustness property to against the lumped 

disturbances, and faults. The proposed FTC exhibits high precision tracking control as well as 

system stability under both healthy and faulty conditions. 

Besides, the proposed FTC scheme in chapter 5 for an EHA system is developed by 

using the BLF-CFC, NDO, and an adaptive law for a reconfigurable controller that ensures the 

system stability and constraint condition under lumped uncertainties, and multiple actuator 

faults. It is noteworthy that bias fault or LOE fault is individually considered in the previous 

works. There are very few works that attempt to deal with both the bias fault and the LOE 

fault in EHA systems. This thesis investigated the FTC problem for the practical hydraulic 

system to simultaneously solve the position constraint, lumped disturbances, internal leakage 

fault, and partial LOE faults which make the designed controller more feasible for practical 

applications. 

To solve adverse problems, including multiple sensor faults and matched and unmatched 

disturbances, chapter 6 provides the advanced FTC method for the EHA system. Herein, fault 

observers are constructed to simultaneously estimate the sensor faults (i.e., position, velocity, 

and load pressure sensor fault) under the influences of the lumped disturbance. The NUIO-

based FDEI is accommodated to detect and isolate the sensor faults in real-time successfully 

even if three faults simultaneously occur. 

7.2 Future works 

Although this thesis considered the lumped and faults problem for EHA problem. 

Nonetheless, this thesis still has some limitations. Many of interesting studies relate to EHA 

system and its applications will be developed in future work: 

 The development of the proposed FTC will be studied to deal with the simultaneous 

faults, i.e., sensor fault, actuator fault and achieve the prescribed tracking performance. 

 The influences of the measurement noises and other type of sensor faults (i.e., bias and 

loss of effectiveness sensor fault) to the system control performance will be considered. In 

addition, the relevant experimental data with multi-sensor and actuator fault diagnosis will be 

investigated. 
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 The optimal tuning mechanism to tune control parameters of the proposed FTC will be 

investigated to achieve the better tracking performance. 

 The observer-based finite-time trajectory tracking FTC will be investigated to improve 

the tracking response. 
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