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{Abstract)

If s(u)={t 2(+)=0} consists of
finitely many elements then y is weakly complete. We shall show that i1f S(x) is compact then u

Let Ai(t) denote the Fourier Transform of probability measure.
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I. Introduction.

The main object of this paper is to present
some results which we have recently obtained
concerning measure invariant sets for translation
parameter family of probability measure.

The study of measure invariant sets was ini-
tiated by Basu and Ghosh. They proved a num-
ber of interesting results concerning these sets
and posed some unsolved problems. Our main
object is to make a careful study of some of
the conjectures contained 1n their paper.

Basu and Ghosh show that if S(u)={¢|4()=0}
where the characteristic function of u vanishes
consists of finitely many elements, then p 1s
weakly complete, We shall strengthen some of

their results and show that if S(g) is compact

then g 1s weakly complete.

I. Preliminaries

Let ¢ be a given probability measure on (R,
B), where R 1s the real line and B 1s the family
of Borel sets on R. A measurable set 4 is called
measure-invariant (g-invariant) if p(A+8)=p
(A4) for any #, —oo<f#<oco where A=B and A
+0={X+6| 2=A}. We denote by A(ux) the
family of all g-invariant sets. For exmple the
null set ¢ and the whole space are trivially p-
invariant set. A set 4 is called nontrivial if
0 <pu(4) <L.

weakly incomplete(weakly complete) 1f it does

The probability measure p 1s called

(does not) prosses a nontrivial g-invariant set.
Consider L'(R,B,2), where A denote the lebe-
sque measure. For every feLW(R, B, 1), or

simply L', I(f) denote the 1deal generated by
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fand s(f) = {tIf()=0} where F(#)=[exp(itx)
df(x) denote the Fourier transform of 7.

The following theorems are then well known.
(see, Rudin)

Theorem (1) If f, g=L! and s(f)Ts(g) and
if the intersection of the boundaries of sCf)
and s(g) 1s contable, then geI(f).

Theorem (2) Let X be a compact set. Then
there extists a non-trivial bounded function A
&L such that A(x)=1 if r=K.

Theorem (3) Let fLt, let =L and suppose
that #xf=0 Then #xg=0 for every g=I(f).

Theorem (4) (Basu-Ghosh)

Let fELY, s(f)={%c, +2c, --}. Let gL~ and
suppose that gxf=a, where « is a constant.
Then g(X+2r/c)=g(x).

Theorem (5) (Basu-Ghosh)

Let ¢ and v be two probability measures. Su-
ppose that A=A(p). Then ASA(px) and pev
(A+8)=u(A) for every 6=X.

Theorem(6) Let f&<L! and s(f) be compact.
Let ge=L™ and suppose g assumes finitely many
values. If f+g=0, then g=0.

proof) Let K be a compact set such that int
(£)Ds(f). From Theorem 2, there exists non-
trivial bounded function ASL! such that %(x)
=1 for every *=K. Let k&<L! and consider /=
k«(1—h) so that S()DEkomnt(k)Ds(f). By
theorem 1, 1t follows that /&I(f). Consequen-
tly g+1=0 so that ge«l/=gxks(1—h)=k+(g—g+k)
=0 for any kA&L' Hence g=g=h, 1t follows that
g and g+h have the same essential range. Since
R 1s connected and g+k continous, 1t follows
that the essential range of g+k and g 1s conne-
cted set. The hypothesis that assumes finitely
many values that g assumes finitely many values
and g+f=0 1mply that g=0.

. Main Results

DEFINITION (7) Let (X, B) be measurable
space, and ¢ and v are two measures defined
on (X,B). A measure v is said to be absolutely
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continuous with respect to measure s if L(A)=
0 for each set A for which u(4A)=0. We use
the symbolism v<¢ for v absolutely continous
with respect to p.

Theorem (8) If v<u and f 1s a non-negative

. dy

measurable function then ffd»:ff[ i ]dy.
The proof of above theorem 1s given by H.L.
Royden. (7)

COROLLARY (9) Let g and g2 be two absol-
utely continuous probability measures with res-
pect to 4 with S{u:)=S(g). Then S(f1)=S
(f2) where fi=du./d.

(proof) |exp(itx)fidr= exp(itx)%%dl

= [exp(itx) ‘;’;2 dA=|exp(itx)fad A

Theorem (10) Let u1, u2 be two absolutely con-
tinuous probability measures with SCu)=S(u2)
if the boundary of S(x1) 1s countable, then A
()= A(p).

proof) Let fi=du/dA and A=A(n.), Then
A= A(w) iff [I-,—C]«fi=0 where c=p(A4).
Since S(f1)=S8f2) [=S(x1)=S(u)] and the bou-
ndary of s(fi1) 1s countable, it follows from
theorem 1 that foe=7( fi)so that [J-,—C]+fo=0.
Consequently A=A(u) and pe(A) = (4)=C.

Basu and Ghosh show that if x 15 a probab-
ility measure, S(u) consists of finitelv many
elements, then p 15 weakly complete. Our next
result is a strengthening of this theorem and
we show that if S(u) 1s compact, then g 1s
weakly complete.

Theorem (11) Let ¢ be a probabihity measure
and suppose that S(z) 1s compact. Then g is
weakly complete.

prool) First let u<v and f=du/d?. Let A=
ACp) with p(A)=C. Then (I-,—C)~f=0. Since
S(f) 15 compact and by theoren 6, 1t follows
tha I-4=C. Hence C=0 or 1. In the general
case let v be absolutely continuous probabihty
measure with S(b)=¢. Then A=A(g+) with
#(A)=p+v(A4). But u+v 15 absolutely continuous
with S(ux) [=S(x)] compact. Consequently “
(A)=px(A)=00r 1. This p15 weakly complete.
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