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1. Introduction 

 

Chemical reactions on surfaces which called ‘surface chemistry’ have been 

studied, and it is important to comprehend the mechanism of the reaction and clarify the 

relationship between reactant and surface to improve the model systems. It is general to 

use the surface as a catalyst or to manipulate the physical/chemical properties of the 

surface for utilizing in industry. In order to increase the reactivity of the catalyst and 

induce the reaction in the desired direction, it is necessary to figure out the surface 

properties and find the driving force of the reaction. Reactions taking place on the surface 

are difficult to analyze accurately because there are various factors that affect on the 

reaction pathway. Moreover, the precise investigation in an atomic-level was impossible 

in the past. With the development of scanning probe microscopy (SPM) and 

computational method, it is able to study real-space investigation. These two approaches 

were used to understand in-depth and provide insight into mechanism analysis. In this 

study, we demonstrate a fundamental study for controlling the reactivity and proposed 

reliable surface-reactant relationships.  

 

1.1. Computational study on OH-Gr/Cu(111) 

The OH-Gr with (√3×√3)R30˚ superstructure observed in STM experiments is 

thermodynamically more stable and also has a lower activation energy than other ordered 

configurations. I am investigating the formation mechanism of highly-ordered 

hydroxylated graphene (OH-Gr) epitaxially-grown on Cu(111) substrate using DFT 

calculations (Figure 1.1a). I figure out that kinetically favored OH adsorption 

configuration and this is determined with the balance between H-bonding and OH-

Gr/Cu(111) interaction. This handle on section 3.1. Highly-ordered hydroxylation on 

graphene/Cu(111). 
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1.2. Experimental study on O2/Ag(110) 

In the experimental study, I study dissociation of a single O2 molecule on 

Ag(110). Understanding the dissociation of O2 molecule is important because this is a 

crucial reaction as the first step of oxidation in catalytic industry such as epoxidation. 

However, previous studies describe chemisorbed O2 species and dissociation without 

interpretation for an exact mechanism. I observed two orientations; O2[1-10] and O2[001] 

(Figure 1.1b) and investigate the reaction behaviors of O2 induced by injecting tunneling 

electrons or holes from the STM tip. I have found not only dissociation (Figure 1.1b) but 

also rotation and hopping are induced by electrons and holes, which was not reported 

formerly. Now, this study is ongoing to reveal the details of the reaction pathway. It is 

explained in detail on section 3.2. Electron-induced O2 dissociation on Ag(110). 

 

 

 

 

 

 

 

 

 

 

Figure 1.1. (a) Second OH adsorption reaction mechanism. (b) Two adsorbed O2 species on 

Ag(110) and dissociation of O2. 
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2. Methodological background: DFT & STM 

 

Modern density functional theory plays an important role in many fields of 

science. The main research strategy of this thesis is the computational method based on 

the density functional theory and STM experiment, which was extensively used to explain 

various surface phenomena such as adsorption and chemical reactions. In this Chapter, 

the essentials of electronic structure theory are briefly summarized to provide theoretical 

background from the Schrödinger equation for many-body system to Kohn-Sham density 

functional equation.1-3 The mathematical notations used in this Chapter are mainly based 

on the book written by Richard M. Martin, “Electronic Structure: Basic Theory and 

Practical Methods”.1 A simple introduction to scanning tunneling microscopy is provided 

at the last section.4 

 

2.1. The Schrodinger equation for many-body electron systems 

 2.1.1. The Born-Oppenheimer approximation 

 

The fundamental Hamiltonian for a system of interacting electrons and nuclei is  
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(2.1) 

where electrons are denoted by lower case subscripts and nuclei, with charge ZI, mass MI, 

and position RI, denoted by upper case subscripts. If we first set the mass of the nuclei to 

infinity, then the nuclear kinetic energy can be ignored, which means that the motions of 

electrons and nuclei can be decoupled and treated separately. This is the Born-

Oppenheimer or adiabatic approximation.5 Thus, we shall focus on the Hamiltonian for 

the electrons, where the positions of the nuclei are parameters.  

Ignoring the nuclear kinetic energy, the fundamental Hamiltonian for the theory 

of electronic structure can be written as  



 6   

 

 IIEVVTH +++= intext
ˆˆˆˆ

, (2.2) 

If we adopt Hartree atomic units ħ = me = e = 4π/ε0 = 1, then each term of the Hamiltonian 

(2.1) can be written in its simplest form.  The kinetic energy operator for the electrons 

T̂  is 

 −=
i

iT 2

2

1ˆ

, 
(2.3) 

extV̂  is the potential acting on the electrons due to the nuclei,  
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(2.4) 

intV̂  is the electron-electron interaction,  
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, 
(2.5) 

and the final term EII is the nuclear repulsion energy, the classical interaction of nuclei 

with one another, which can be treated as additive terms in electronic structures theory. 

The interaction of the nuclei with the electrons is considered as a fixed potential “external” 

to electrons. Therefore, the Hamiltonian (2.2) provides an excellent starting point in 

electronic structure theory including various external potentials, such as electric fields 

and Zeeman terms.  

 

2.1.2. The Schrodinger equation for many-body electron systems 

For non-relativistic quantum systems, the fundamental equation describing a 

temporal evolution is the time-dependent Schrödinger equation, 
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(2.6) 
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where the many-body wavefunction for the electron is 1 2({ }; ) ( , , , ; )i Nt t  r r r r . The 

eigenstates can be written as
( / )

1({ }; ) ({ }) i E t

i t e−  r r  . This is the basis for 

understanding dynamical properties of a non-relativistic quantum system. 

However, for systems in a stationary state, it can be governed by the time-

independent Schrödinger equation,  

 = ||ˆ EH . (2.7) 

Any observables in time-independent expression can be obtained as an expectation value 

of an operator Ô , which involves an integral over all coordinates,  
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. 
(2.8) 

Thus, the total energy is the expectation value of the Hamiltonian,  
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where the expectation value of the external potential has been explicitly written as a 

simple integral over the density function. The density of particle n(r) is given by the 

expectation value of the density operator 
 =

−=
Ni in

,1
)()(ˆ rrr 

.  

Considering the energies in extended systems with long-range Coulomb 

interaction, the energy (2.9) can be written as 

 
CCEEVTE +−+= )ˆ(ˆ

Hartreeint , (2.10) 

where the classical Coulomb energies are can be defined by 
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and EHartree is the self-interaction energy of the density n(r) treated as a classical charge 

density  

  −


=

rr

rr )()(
dd

2

1 33
Hartree

nn
rrE

. 
(2.12) 

Since EII is the interaction among the nuclei and ∫d3rVext(r)n(r )́ is the interaction of the 

electrons with the nuclei, the energy (2.10) is organized in neutral groups so long as the 

system is neutral.  

The ground state wavefunction Ψ0 is the state with lowest energy, which can be 

determined, in principle, by minimizing the total energy with respect to all the parameters 

in ({ })i r  , with the constraint that   must obey the particle symmetry and any 

conservation laws. Excited states are saddle points of the energy with respect to variation 

in  . 

 

2.1.3. Hartree-Fock approximation 

The standard method in many-particle theory is the Hartree-Fock method.6 In this 

approach, the main advantage is that the many-electron Schrödinger equation can be 

treated with many simple one-electron equations.  

If there is no spin-orbital interaction, the Slater determinant can be given as 
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where the ),( jji  r  are single particle “spin-orbitals” each of which is a product of a 

function of the position )( ji
r

  and a function of the spin variable )( ji  .7 The one-

electron function determined from the Slater determinant must be antisymmetric with 

respect to the interchange of any two electron coordinates because electrons are fermions 
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which have a spin of 1/2. The Pauli principle, which states that two electrons cannot have 

all quantum numbers equal, is a direct consequence of this antisymmetric requirement. In 

addition, the spin-orbitals can be taken to be linearly independent, i.e., orthonormal.  

Furthermore, if the Hamiltonian is independent of spin, the expectation value of 

the Hamiltonian (2.2) with the wavefunction, determined by the Slater determinant, is  
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The first and second terms are one-electron expectation values which involve a sum over 

orbitals and with respect to the one-electron operator and nuclear repulsion energy, 

whereas the third and fourth terms are the Coulomb and exchange interactions among 

electrons which involve two electron integrals with respect to Coulomb and exchange 

operators, respectively. The “Coulomb” term represents a classical electrostatic repulsion 

between two charge distributions. The “exchange” term, which does not have a classical 

analogy, only acts between same spin electrons since the spin parts of the orbitals are 

orthogonal for opposite spins.  

The Hartree-Fock approach is to minimize the total energy with respect to all 

degrees of freedom in the wavefunction with the restriction of the Slater determinant. The 

orthonormality is maintained during minimization by the Lagrange multiplier. If the spin 

functions are quantized along an axis, a variation of )(*
r

 i
 for each spin σ leads to the 

Hartree-Fock equations 
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where the exchange term is summed over all orbitals of the same spin including the self-

term i = j. If the exchange term is modified by multiplying and dividing by )(r i
, 

Hartree-Fock equations (2.15) can be written using effective Hamiltonian, i.e. Fock 

operator, as  
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is given by a sum over orbitals of the same spin 

σ,  
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The Lagrange multipliers  i

 

can be interpreted as the expectation value of the Fock 

operator. In general, a basis set must be used to solve Hartree-Fock equations, where the 

energy (2.14) can be written in terms of the expansion coefficients of the orbitals and the 

integrals involving basis functions. A specific Fock orbital can only be determined if all 

the other occupied orbitals are known, and iterative methods must therefore be employed 

for determining the orbitals. A set of functions, solution of Hartree-Fock equations (2.16), 

is called Self-Consistent Field (SCF) orbitals. The electron-electron repulsion is only 

accounted for in an average fashion, and the Hartree-Fock method is therefore also 

referred to as a Mean Field approximation.  

The key problem of electronic structure is that the electrons form an interacting 

many-body system. Since the interactions always involve pairs of electrons, two-body 

correlation functions are sufficient to determine many properties, such as the energy given 

by (2.9). The joint probability n(r,σ;r ,́σ )́ of finding electrons of spin σ at point r and of 

spin σ  ́at point r ,́ is given by  
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 


−−−−=
ji

jjiin )()()()(),;,(  rrrrrr , (2.19) 

assuming Ψ is normalized to unity. For uncorrelated particles, the joint probability is just 

the product of probabilities, so that the measure of correlation is Δn(r,σ;r ,́σ )́ = n(r,σ;r ,́σ )́ 

– n(r,σ)n(r ,́σ )́. Physically, electron correlation corresponds to the motion of the 

electrons being correlated; on average they are farther apart than described by the Hartree-

Fock wave function. Since the correlation between opposite spins has both intra- and 

inter-orbital contributions, it will be larger than the correlation between electrons having 

the same spin. The opposite spin correlation is called the Coulomb correlation, while the 

same spin correlation is called Fermi correlation.  

The Hartree-Fock approximation (HFA) neglects all correlations except those 

required by the Pauli exclusion principle. Therefore, the improvement of the 

wavefunction to include correlation introduces extra degrees of freedom in the 

wavefunction and therefore always lowers the energy for any state. The lowering of the 

energy is termed “correlation energy” Ec. It is often very important for describing 

chemical phenomena. Since EHFA is the lowest possible energy neglecting correlation, the 

definition of correlation energy in terms of the difference from the Hartree-Fock 

approximation is a well-defined choice. To consider the correction of correlation energy, 

there are a number of types of calculations: Møller-Plesset (MP) perturbation theory, 

Configuration Interaction (CI) and Coupled Cluster (CC) methods.2,3,8-10 In addition to 

the traditional ab-initio electron correlation method, Density Functional Theory (DFT) 

has become very popular in recent years.11,12 Electron density is used to obtain energy, 

which is a three-dimensional function, thus scaling as N3. Furthermore, at least some 

electron correlation can be included in the calculation.  

 

2.2. Density functional theory 

2.2.1. Hohenberg-Kohn theorems 

In the fundamental philosophy of DFT, all properties of a system composed of 

many interacting particles can be determined by a functional of the ground state electron 
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density n0(r). This is based upon the theorems for such functionals as given by  P. 

Hohenberg and W. Kohn in 1964.13 

• Theorem I: For any system of interacting particles in an external potential Vext(r), 

the potential Vext(r) is determined uniquely, except for a constant, by the ground 

state particle density n0(r).   

Therefore, if the Hamiltonian is uniquely determined by the ground state density 

n0(r) according to the Hohenberg-Kohn theorem I, the wavefunction of any state can be 

determined by solving the Schrödinger equation with this Hamiltonian. Thus, all 

properties of the system are completely determined by ground state density.   

• Theorem II: A universal functional for the energy E[n] in terms of the density n(r) 

can be defined, valid for any external potential Vext(r). For any particular Vext(r), 

the exact ground state energy of the system is the global minimum value of this 

functional, and the density n(r) that minimizes the functional is the exact ground 

state density n0(r). 

Therefore, if the functional including all internal energies (kinetic and potential 

energies) of the interacting electron system is known, the exact ground state density of 

energy by minimizing the total energy of the system using the variational principle with 

respect to the density function n(r). However, the Hohenberg-Kohn theorem II does not 

provide any guidance concerning the excited states of the electrons.   

 

2.2.2. The Kohn-Sham approach 

The Kohn-Sham approach is to replace the difficult interacting many-body system 

with a different auxiliary system which can be more easily solved. The ansatz of Kohn 

and Sham assumes that the ground state density of the original interacting system is equal 

to that of some chosen non-interacting system.11,12 This leads to independent-particle 

equations for the non-interacting system that can be considered exactly soluble with all 

the difficult many-body terms incorporated into an exchange-correlation functional of the 

density. Therefore, the accuracy of Kohn-Sham approach is only limited by the exchange-

correlation functional.  
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The Kohn-Sham construction of an auxiliary system rests upon two assumptions: 

(1) The exact ground state density can be represented by the ground state density of an 

auxiliary system of non-interacting particles. This leads to the relation of the actual and 

auxiliary systems. (2) The auxiliary Hamiltonian is chosen to have the usual kinetic 

operator and an effective local potential )(eff r
V  acting on an electron of spin σ at point r. 

 

The auxiliary Hamiltonian for the independent-particle system is  

 )(
2

1ˆ 2
aux r

 VH +−= . (2.20) 

The density of the auxiliary system is given by sums of squares of the orbitals for each 

spin  
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the independent-particle kinetic energy Ts is given by  
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and we define the classical Coulomb interaction energy of the electron density n(r) 

interacting with itself, i.e., the Hartree energy   

  −
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][ 33
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rrnE . (2.23) 

The [n] denotes a functional of the density n(r,σ) which depends on both position in space 

r and spin σ. Now, the Kohn-Sham approach to the full interacting many-body problem 

is to rewrite the Hohenberg-Kohn expression for the ground state energy functional in the 

form  

 ][][)()(d][ xcHartreeextKS nEEnEnVnTE IIs ++++=  rrr . (2.24) 
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Here, all many-body effects of exchange of correlation are grouped into the exchange-

correlation energy Exc.  

 ][ˆ][ˆ][ Hartreeint nEVnTTnE sxc −+−= . (2.25) 

If the universal functional Exc[n] defined in (2.25) were known, then the exact ground 

state energy and density of the many-body electron problem could be found by self-

consistently solving the Kohn-Sham equations for independent particles.  

The Kohn-Sham auxiliary system for the ground state can be viewed as a problem 

of minimization with respect to density n(r,σ). Because Ts is the functional of the orbitals 

and all other terms are functionals of the density, one can vary the wavefunctions and use 

the chain rule to derive the variational equation 
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subject to the orthonormalization constraints 
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Using expressions (2.21) and (2.22) for nσ(r) and Ts, which give  
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and using the Lagrange multiplier method leads to Kohn-Sham Schrödinger-like 

equations:  

 ( ) 0)(KS =− r
  iiH , (2.29) 

where εi are the eigenvalues, and HKS is the effective Hamiltonian  
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Kohn-Sham equations have the form of independent particle equations with a potential 

that must be solved self-consistently with the resulting energy or Hellmann-Feynman 

force. (The typical iterative process is shown in Figure 2.1.) These equations would lead 

to the exact ground state density and energy for the interaction system, if the exact 

functional Exc[n] were known. Therefore, the major problem in DFT is deriving suitable 

formulas for the exchange-correlation term.  
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Figure 2.1. Schematic representation of the self-consistent loop for solution of Kohn-Sham 

equations. [Adapted from Reference 1]  
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2.2.3. The exchange-correlation functional 

In the practical use of DFT, the most general approximations to describe Exc[n] 

are local density approximation (LDA) (or more generally, the local spin density 

approximation (LSDA)) and generalized gradient approximation (GGA).  

Usually solids can be considered as close to the limit of the homogeneous electron 

gas. In that limit, the effects of exchange and correlation are local in character. Therefore, 

in the case of LDA, the exchange-correlation energy is simply an integral over all space 

with the exchange-correlation energy density at each point assumed to be the same as in 

a homogenous electron gas with that density,  

 
.))](),(())(),(()[(

))(),(()(],[

hom
c

hom
x

3

hom
xc

3LSDA
xc








+=

=

rrrrr

rrr

nnnnrnd

nnrndnnE




. (2.32) 

For unpolarized systems, the LDA is found simply by setting 2/)()()( rrr nnn == 
. LDA 

is best for solids close to a homogeneous gas and worst for very inhomogeneous cases 

like atoms where the density must go continuously to zero outside the atom. The other 

approximation is GGA, which is a marked improvement over LDA for many cases. Exc 

of GGA with a magnitude of the gradient of density || n  is written as  
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where Fxc is dimensionless and )(hom
x n  is the exchange energy of the unpolarized gas. 

Unlike LDA, the spin-scaling relationship should be considered in GGA, and in particular, 

for |)|,(x nnF   of the polarized system. As there are numerous forms that Fx may take, 

many kinds of GGA methods have been proposed so far, such as Becke (B88),14 Perdew 

and Wang (PW91),15,16 and Perdew, Becke, and Enzerhof (PBE).17   
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2.3. The basis set 

 2.3.1. Plane wave and localized basis function 

Modern electronic structure methods can be categorized into two groups, 

depending on the choice of basis set for the expansion of the valence orbitals, charge 

densities and potentials: plane-wave methods or localized atomic orbital methods. In 

particular, in the case of calculations for solid state materials, generally described by 

periodic boundary condition (PBC), plane wave basis has several advantages: (1) It is 

easy to change from a real-space representation (where potential energy V is diagonal) 

via a Fast Fourier Transformation to momentum-space (where kinetic energy T is 

diagonal). (2) The Hellmann-Feynman forces acting on the atoms and the stresses on the 

unit cell may be calculated straightforwardly in terms of the expectation value of the 

Hamiltonian with respect to the ionic coordinates. (3) Basis set superposition errors 

(BSSE) that should be carefully controlled in calculations based on local atomic orbital 

basis sets are avoided. On the other hand, a set of local Gaussian basis functions allows 

fast calculation of exact Hartree-Fock exchange using analytical integration of the 

Coulomb potential. The treatment of exact exchange is more difficult with a plane wave 

basis set. 

 

 

2.3.2. The projectore-augmented wave method 

The projector-augmented wave (PAW) method18,19 was developed to achieve 

simultaneously both the computational efficiency of the pseudopotential, such a norm-

conserving and ultrasoft pseudopotentials, and the accuracy of the full-potential 

linearized augmented-plane-wave (FLAPW) method. The weak point of pseudopotential 

calculations appears in the case where the overlap between valence and core electron 

densities is not completely negligible because of the nonlinearity of the exchange 

interaction between valence and core electrons. Unlike the pseudopotential method, The 

PAW method accounts for the nodal features of the valence orbitals and ensures 

orthogonality between valence and core wavefunctions, i.e., retaining the feature of full 

wavefunctions. Therefore, compared to the pseudopotential approach, the accuracy of the 

PAW method is remarkably improved for, especially, magnetic materials, alkali and alkali 

earth elements, and 3d transition metal elements on the left side of periodic table. Most 



 19   

 

of the calculations in this thesis were performed using the PAW method implemented in 

VASP(Vienna Ab-initio Simulation package).20-22 

 

2.4. Scanning tunneling microscopy 

 2.4.1. Elementary model of scanning tunneling microscopy  

Since scanning tunneling microscopy (STM) was invented by G. Binning and H. 

Rohrer in 1982,23-25 it has become a hugely powerful tool for measuring topography and 

other physical properties of solid surfaces with atomic-scale spatial resolution. STM 

experiments can be performed in a variety of ambient conditions: air, inert gas, ultrahigh 

vacuum and liquids, including insulating and cryogenic liquids, even electrolytes. 

Operating temperature ranges from near absolute zero (–273.16 °C) to a few hundred 

degrees centigrade.  

Figure 2.2 shows a schematic diagram of the scanning tunneling microscope. The 

STM tip can be precisely positioned using a piezodrive, which consists of three mutually 

perpendicular piezoelectric transducers: x piezo, y piezo, and z piezo. During operation, 

the tip-sample distance is controlled to within a few angstroms. Thus, the electron 

wavefunctions in the tip overlap the electron wavefunctions in the sample surface. A bias 

voltage, applied between the tip and the sample, causes an electrical current to flow. This 

current flow is a quantum-mechanical phenomenon, referred to as tunneling.    

 

 

Figure 2.2.Schematic diagram of the scanning tunneling microscope. [Adapted from Reference 4] 
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Figure 2.3 shows a simple model of metal-vacuum-metal tunneling. To simplify 

the model, the work functions of the tip and the sample are assumed to be same. The work 

function  of a metal surface is defined as the minimum energy required to remove an 

electron from the bulk to the vacuum level, taking the vacuum level as the reference point 

of energy, Fermi energy, −=FE . The tunneling probability w for an electron in the nth 

sample state to present at the tip surface, Wz = , is  
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where )0(n  is nth sample state, and W is tip-sample distance. By including all the 

sample states in the energy interval eV, the tunneling current is   
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If V is small enough that the density of electronic states does not vary significantly within 

it, the (2.36) can be conveniently written in terms of the local density of states (LDOS) 

at the Fermi level,   

  

 

 

Figure 2.3. Schematic one dimensional metal-vacuum-metal tunneling junction. The sample and 

the tip are modeled as semi-infinite pieces of free-electron metal. [Adapted from Reference 4] 
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Therefore, the number of tunneling electrons, i.e., tunneling current, can be easily tuned 

by the applied bias and the tip-sample distance. Detailed surface electronic structure, i.e., 

LDOS, can also be measured with high spatial resolution.  

The dependence of the logarithm of the tunneling current with respect to distance 

is a measure of the work function, or the tunneling barrier height.26,27 Therefore, from 

(2.37), the work function of sample can be also measured as    

 

22 ln

8








=

dW

Id

me


  (2.38) 

with STM.   

 

2.4.2. Applications of scanning tunneling microscopy 

By interrupting the feedback loop, maintaining a constant tip-sample distance 

while scanning and applying a voltage ramp on the tunneling junction, the tunneling 

current as a function of bias provides information that is the convolution of the tip DOS 

and the sample DOS. A detailed description for a scanning tunneling spectroscopy (STS) 

experiment was suggested by Selloni et al.28 When the temperature is low and the 

tunneling matrix element is a constant, the tunneling current is a convolution of the tip 

DOS and the sample DOS over an energy range eV,  

  ++−
eV

FTFS dEeVEI
0

)()(  . (2.39) 

If the tip DOS is a constant, then (2.39) implies  
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Therefore, STS is a powerful tool for probing spatial distribution of electronic states of 

surfaces and adsorbates.  

In addition to topographic imaging (STM) and electronic structure measurement 

(STS), STM can be used to manipulate individual adsorbates.29 Since D. M. Eigler et al. 

demonstrated the manipulation of Xe atoms on Ni(100) surface using an STM tip in 1989 

(Figure 2.4a),30 numerous later manipulation techniques have been developed using tip-

sample interaction, such as pulling, pushing and sliding.31 As another manipulation 

technique, vertical manipulation can be enabled by changing the electric field between 

tip and sample. This involves the transfer of atoms or molecules between tip and surface. 

For example, the first atomic switch was demonstrated by repeated transfer of Xe atoms 

between the STM tip and an Ni(100) surface (Figure 2.4b).32  

Finally, because STM offers tunability of both tunneling current and sample bias, 

it can be used as an effective electron source for exciting individual molecules. Thus, 

STM lends itself well to the vibrational spectroscopic method33-36 for the identification of 

adsorbate species and the initiation of surface chemical reactions, such as hopping,37,38 

desorption,38 rotation,39,40 dehydrogenation41,42 and dissociation.43-45 As well, the 

controllable hopping of a vibrationally excited molecule can be achieved with the aid of 

a local electric field in an STM junction.46 Vibrational spectroscopy with STM offers the 

potential to perform the characterization of single molecules on conductive surfaces. Two 

methods for accomplishing this have been proposed: inelastic electron tunneling 

spectroscopy (STM-IETS) and action spectroscopy (STM-AS).33-36 

STM-IETS, which provides the vibrational spectra (d2I/dV2) of single molecules 

on surfaces, was first demonstrated by Stipe et al. in their pioneering study of C2H2 on 

Cu(100) in 1998 (Figure 2.5).33 Kim et al. utilized STM-IETS to identify the chemical 

specifications of the individual reaction products, inducing the dehydrogenation of a 

trans-2-butene molecule by injecting tunneling electrons. In this experiment, while IET 

spectrum of trans-2-butene showed the signal of C-H stretch mode, both the molecularly 

deposited 1,3-butadiene and the reaction product showed similar spectral features without 

the C-H stretch signal, which provided the evidence for the conversion of a trans-2-butene 

molecule into a 1,3-butadiene molecule (Figure 2.6).41  

STM-IETS is a powerful tool for single molecule vibrational spectroscopy, but 

STM-IETS can detect only limited kinds of vibrational modes because of its propensity 
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rule.47 Also, STM-IETS can be applied to only stable adsorbates against an applied bias. 

However, many molecules move and react induced by vibrational excitation via inelastic 

tunneling of electrons. Most motions and reactions cause the tip-surface distance to 

change, which makes it difficult to carry out STM-IETS measurement. STM-AS is an 

alternative spectroscopic technology which can be used to measure the vibrational spectra 

of mobile and reactive molecules in an STM junction. 

 

 

 

 

(a) (b)

Figure 2.4. (a) Sequential STM images during the construction of a patterned array of Xe atoms on an 

Ni(100) surface. Each letter is 50 Å  from top to bottom [from Reference 40]. (b) Sequential STM 

images (25 × 25 Å 2) demonstrating the atomic switch involving the transfer of the Xe atom. [Adapted 

from Reference 42] 
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(a) (b)

(c)

Figure 2.5. (a) STM image of a C2H2 molecule on the Cu(100) surface at 8 K (Vs = 100 mV and It = 

10 nA). Scale bar: 1 nm. (b) Schematic drawing showing side and top views of the molecule’s 

orientation and suggested adsorption site. The dashed line shows the outline of the STM image shape. 

The dumbbell-shaped depression in STM images may result from π bonding to the Cu atoms 

perpendicular to the C-C axis, reducing the local density of states for tunneling. (c) STM-IETS spectra 

for C2H2 (1) and C2D2 (2) show peaks at 358 mV and 266 mV, respectively. [Adapted from Reference 

43] 
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Sainoo et al. introduced a new concept in vibrational spectroscopy with STM 

called “action spectroscopy” (STM-AS) which utilizes vibrationally induced molecular 

motion and reactions.34 They measured the action spectrum to investigate vibrationally-

induced configurational change in cis-2-butene on Pd(110) against applied bias voltage, 

revealing the energies of vibrational modes by the onset of motion yield Y(V) (Figure 2.7). 

The first observation of molecular motion induced by vibrational excitation was 

accomplished by Stipe et al.40 The C2H2 molecule rotated when sample bias voltage was 

higher than the C-H stretch mode energy. The onset energy of the Y(V) and the peak in 

the ΔlogY/ΔV-plot were identical to the peak energy in STM-IETS, which indicated that 

a selective excitation of the C-H stretch mode is a trigger for rotation (Figure 2.8). The 

power law dependence and sample bias dependence of N suggested that direct multiple 

excitation of the vibrational mode induced the reaction. The bias dependence of N was 

explained by considering that the number of vibrational quanta which can be excited by 

single electron depends on sample bias while the number of quanta required for the 

reaction is fixed (Figure 2.9). 

(a)

(b)

(c)

(d)

(e)

Figure 2.6. Schematic images of (a) trans-2-butene and (b) 1,3-butadiene adsorbed on Pd(110). STM 

images showing (c) before and (d) after inducing dehydrogenation of trans-2-butene on Pd(110) at 5 

K. (e) STM-IET spectra for trans-2-butene (T), reaction product (P), and 1,3-butadiene (B). [Adapted 

from Reference 51] 
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(a) (b)

Figure 2.7. (a) Adsorption structures of cis-2-butene on Pd(110) at four equivalent adsorption 

orientations. The suffixes UR, UL, DR, and DL correspond to the relative location of the head part, 

i.e., up-right, up-left, down-right, and down-left, with respect to the center of the molecule in the STM 

images (see Figure 1a in Reference 44), respectively. LB and HB denote “low” and “high” barriers, 

respectively. (b) Action spectra for described motions both of C4H8 (upper) and of C4D8 (middle). Data 

were taken under fixed tunneling current of 3 nA for C4H8 and of 2 nA for C4D8. Magnification of the 

action spectrum for low barrier motion at around the threshold energy (lower). A slight increase in the 

yield was observed around 115 mV for C4H8 and 95 mV for C4D8, as indicated by arrows, respectively. 

[Adapted from Reference 44] 
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(a) (b)

Figure 2.8. (a) STM images of before and after inducing the rotation of C2H2 on Pt(111) at 8 K. (b) 

STM-AS, ΔlogY/ΔV-plot, and STM-IET spectra of C2H2 and C2D2 rotation on Pt(111). [Adapted from 

Reference 50] 
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(a)

(b) (c)

(d) (e)

O2 dissociation 

by 0.3 V pulse

(N = 0.8 ± 0.2)

(N = 1.8 ± 0.2)

(N = 2.9 ± 0.3)

Figure 2.9. (a) STM images of the dissociation of O2 on Pt(111). (b) Current during a 0.3 V pulse over 

the molecule on the right showing the moment of dissociation. (c) Dissociation rate, R(I), as a function 

of tunneling current, I, for various applied biases. The solid lines are least squares fits to the data and 

correspond to power laws, R(I) ~ IN. (d) Schematic picture of the model for the dissociation of O2 

molecule on Pt(100) by inelastic electron tunneling. (e) Schematic picture for the dissociation via 

multiple vibrational excitation by tunneling electrons; (i), (ii), and (iii) are corresponding to the applied 

biases, 0.4, 0.3, and 0.2 V, respectively. [Adapted from Reference 53] 
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Detailed explanations for the mechanisms of STM-IETS and STM-AS were fully 

discussed in the Ph.D. thesis written by K. Motobayashi.48 It is particularly noteworthy 

to introduce the theoretical fitting method proposed Motobayashi et al.36,48 for the spectra 

obtained from STM-AS studies, because it allows the determination of key factors such 

as (i) vibrational energies (Ω), (ii) barriers along reaction coordinates (RC), and (iv) 

vibrational broadening (γ) reaction orders (N) without using R(I), (iii) transition rates 

(1/τν,RC) for overcoming. The definition of the reaction yield Y as a function of sample 

bias voltage V, Y(V), and the power law dependence of reaction rate, R, can be described 

as  
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in eVIkVR /)()( = , (2.42) 

respectively, where Itot (Iin) denotes total (inelastic) tunneling current, k is a rate constant 

at a certain temperature, and N is the reaction order. If a Gaussian function (GF) for the 

vibrational DOS, ρph(Ω), is adapted to takes into account all the possible sources of 

broadening (γ) including instrumental, thermal and intrinsic broadening during inelastic 

tunneling process, Iin(V) will be given by integrating the GF twice with respect to V 

multiplied by inelastic conductance, σin, 

 ( ) ,,)( = VfVI inin , (2.43) 

where γ is the full width at half maximum of the GF. Itot can then be described as  

 ( ) ,,)()( 0 ++= VfVVI ineltot , (2.44) 

where σel (σ0) is the conductance for the elastic current affected (unaffected) by electron-

vibration coupling.49 Since σ0 is at least one order of magnitude larger than (σel +σin),
50 

we can assume Itot(V) ≈ σ0V. This leads to 
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where K = k·ηin(σin/e)N-1 and inelastic tunneling fraction, ηin = σin/σ0.  

In experiments, tunnel electrons can excite vibrational modes, even when their 

energies (Ωi) are lower than eV, through various multiple excitation channels as shown in 

Figure 2.10.48 In that case, first, the excitation of each vibrational mode can independently 

contribute to a total reaction yield (Figures 2.10a and 2.10b), thus (2.44) can be extended 

as   
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Second, the reaction can be initiated by the simultaneous excitation of several different 

vibrational modes (Figures 2.10c and 2.10d). In this case, R should be proportional to the 

probability of concurrent excitation of these modes, described as the product of the 

excitation probability of each mode, and (2.45) is expanded as 
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where j is the index of vibrational modes involved to generate a vibrational peak indexed 

by i. ni,j is the partial reaction order, the number of electrons required in the multiple 

excitation of the j mode for the reaction. The conventionally used total reaction order Ni 

that appears in the power law dependence R(I)  IN is given by 

 =
j

jii nN , . (2.48) 

Therefore, Y(V) is fully described in terms of vibrational energy, reaction order, 

rate constant and vibrational broadening, which allows the quantitative analysis of an 

action spectrum for the motion of single adsorbate. In particular, this method was utilized 

in determining the vibrational mode of water molecules, which plays as a channel for 
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their hopping and dissociation motions on ultrathin MgO film grown on Ag(100) 

support.45 

Finally, see also Table 1.4.1 in Reference 58 for a comprehensive list of 

previously performed studies about vibrationally-mediated motions and reactions of 

single adsorbates on metal surfaces observed by STM. 
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Figure 2.10. Schematic diagrams of the contribution of each mode in multi-mode excitation. (a) Two 

vibrational modes (Ω1,1, Ω2,1) independently contribute to the reaction. (b) In the case of (a), two 

vibrational signals appear. (c) Simultaneous excitation of two vibrational modes (Ω1,1, Ω1,2) induce the 

reaction. (d) In the case of (c), only one vibrational signal appears, which corresponds to the vibrational 

mode with higher energy. At this bias, the lower energy mode also can be excited. [Adapted from 

Reference 58] 
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3. Results and Discussion 

 

3.1. Highly-ordered hydroxylation on graphene/Cu(111) 

3.1.1. Introduction 

Despite the extraordinary physical and electrical properties of graphene, its semi-

metallic electrical properties have restricted its use in the wide range of potential 

applications for this material.51,52 Numerous efforts have been devoted to achieve a 

reproducible band gap in graphene based materials.53-66 One approach involves structural 

engineering to make a one-dimensional (1D) graphene structure, such as graphene 

nanoribbons,53-55 graphene nanowrinkles56 or a graphene nanomesh57 for inducing 1D 

quantum confinement. More conventional and practical approaches are based on 

chemical modification, i.e., functionalization, on the basal plane of the graphene sheet, 

for transforming sp2 carbon into sp3 carbon species. Theoretical expectations have 

suggested an opened band-gap in such (chemically modified) graphene derivatives, and 

various reactions have been experimentally demonstrated for the chemical modification 

of graphene, such as hydrogenation,58-62 oxidation,63 fluorination,64,65 and methylation.66 

Nevertheless, most of the results have not reported an opened band-gap as large as that 

which is predicted in the calculations of idealized structures.58,59,65,66 This discrepancy 

between theoretical predictions and experimental observations could originate from the 

difference between the actual chemical structure and the model structure used in the 

calculation1.67,68 While periodic superstructures with highly ordered functional groups 

are used for the theoretical calculations, the functional groups produced by experiments 

are typically randomly distributed on the graphene. The development of a new chemical 

route is therefore needed to facilitate the generation of periodically patterned functional 

groups on graphene, whose chemical structure is the same as that used for the theoretical 

calculation. Here, we report the vapor phase hydroxylation reaction on epitaxial graphene 

on Cu(111), which results in a highly-ordered (√3×√3)R30o superstructure of hydroxyl 

groups on the graphene surface. 
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3.1.2. Method 

We did a computational study based on periodic density functional theory (DFT) 

for explaining the well-ordered functionalization of epitaxial graphene (EG) grown on 

Cu(111), in which the hydroxyl groups from thermal cracking of water vapor were used 

as a functional group for EG/Cu(111). We used van der Waals density functional (vdW-

DF) methodology, i.e., optB86b-vdW functional69, for taking the vdW interaction into 

account, which has been successfully applied to describe the interfacial interaction 

between graphene and metal substrates.70 All of the calculations were performed using 

the Vienna Ab-initio Simulation Package (VASP) code.20,21 The core electrons were 

replaced by projector-augmented wave (PAW) pseudopotentials,19 expanded in a basis set 

of plane waves up to a cutoff energy of 500 eV. The calculated lattice constants are 3.599 

Å for Cu, which agrees well with the experimental value,71 3.595 Å. We approximated a 

(1 × 1)-EG on Cu(111) substrate for simplicity, which resulted in a discrepancy of ~3% 

for the lattice constant of the graphene on the metal substrates, i.e., 2.545 Å on Cu(111), 

compared with that of pristine graphene (2.467 Å) at the level of optB86b-vdW. For the 

relative position of a graphene sheet with respect to the metal substrate which is 

considered to be the most stable, half of the C atoms are located on top of metal atoms 

and the other C atoms are located at the fcc hollow site of the (111) metal substrate.72,73 

The (√3 × √3)R30° and (3√3 × 3√3)R30° surface supercells were employed for describing 

the superstructures observed in the experiment and for examining the isolated dimeric 

interaction between two hydroxyl groups on EG/Cu(111) (Fig. S4), respectively. The slab 

models consist of a single graphene layer and six copper layers, in which two bottom 

layers are fixed in their bulk positions. Ionic (electronic) relaxations were performed until 

atomic forces (energies) were less than 0.01 eV/Å (10–7 eV). The periodically replicated 

slabs were separated by a vacuum region of ~17 Å. A dipole correction was applied to 

avoid interactions between the periodic slab images. The k-point sampling of the Brillouin 

zone was used with 15×15×1 and 5×5×1 Γ-centered grids for the (√3 × √3)R30° and (3√3 

× 3√3)R30° supercells, respectively. We investigated the detailed electronic structures 

using the partial charge densities plotted by a VESTA program,74 and the doping 

characters of graphene sheet using Bader population analysis.20 
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3.1.3. Experimental observation: highly-ordered OH adsorption  

The gas phase hydroxylation was carried out by exposure of the EG sample to 

thermally cracked H2O vapor (vapor exposure of 30 Langmuir), and thereby atomic 

hydrogen and -OH groups only are introduced on graphene, without other typical 

functional groups, in contrast to the conventional oxidation process for producing 

graphene oxide that yields many epoxide groups. 

 

 

The higher resolution STM image (Fig. 3.1(a)) obtained by the molecule-modified tip 

visualizes the exact bonding site of the functional group, which is not at a bridge site but 

is on top of the carbon atom. Therefore, we identify that the -OH group is the main 

functional group resulting from the functionalization of EG by the thermal cracking of 

H2O vapor, because an ether group would be observed at a bridge site.63 The proposed 

model structure (EG-OH) is on Fig. 3.1(b). A height profile along the orange-dotted line 

shows the obvious height difference between the functional groups on top of the carbon 

atoms (~40 pm) and the unreacted carbon atoms (~15 pm). Our data support the formation 

of -OH groups rather than epoxide groups, which is probably due to the higher population 

of ·OH radicals compared to that of atomic oxygen in cracked H2O vapor. We note that 

the OH preferentially adsorb on red circle position in Fig. 3.1(a), which is identified as 

C6(OH)1 [hereafter, C6(OH)1 denotes the superstructure of an EG with C6(OH)1 

stoichiometry] with P6m space group, and second favorable adsorption is green circle 

position in Fig. 3.1(a) with higher coverage (C6(OH)2) , whose space group is P3m1.    

 

Figure 3.1. (a) High-resolution STM images of EG-OH surface by a molecule-modified STM tip 

(b) The predicted atomic configuration and height profile 
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3.1.4. DFT calculation and the electronic band structure of EG-OH 

In order to further understand the formation of C6(OH)1 and its electronic 

structure, periodic density functional theory (DFT) calculations were carried out using 

van der Waals density functional (vdW-DF) methodology and a plane wave basis set. The 

optimized geometries of EG, C6(OH)1, and C6(OH)2 that were observed by STM, are 

presented in Fig. 3.2-i to Fig.3.2-iii. Because the two carbon atoms at the meta-positions 

(marked with yellow circles in Fig. 3.2-ii) with respect to the hydroxyl groups remain 

unbonded in the unit cell of C6(OH)1, we extended our computational study by studying 

the fully functionalized superstructure, i.e., C6(OH)3, despite its absence in our 

experimental observations (Fig. 3.2-iv). The hydroxylation in the manner of bonding at 

the meta positions with respect to the other -OH group can be understood in terms of the 

favorable interfacial interaction between EG and Cu as a result of functionalization. The 

formation of a C-OH σ bonding induces sp3 character not only to the carbon atom bonding 

with -OH but also to its neighboring carbon atoms which may, therefore, interact more 

strongly with the Cu atoms beneath them.75 These C-Cu distances are 2.18, 2.07, and 2.01 

Å for C6(OH)1, C6(OH)2, and C6(OH)3, respectively, which are significantly shorter than 

the interfacial C-Cu distance (3.18 Å) of EG/Cu(111) before functionalization (Fig. 3.2). 

 

 

The estimated relative stabilities for the adsorption structures of two -OH groups 

isolated from the other functional groups also indicate that the meta position with respect 

to the first -OH is the most likely bonding position of the second -OH group (Fig. 3.3). 

Figure 3.2. The optimized atomic geometries for EG, C6(OH)1, C6(OH)2 and C6(OH)3 [first, 

second and third Cu layers: blue, dark green and light green spheres, respectively]. The 

(√3×√3)R30°unit cell employed in the periodic DFT calculations is denoted with a white 

parallelogram. 
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The computationally evaluated binding energies per one -OH group (Eb/OH) in the unit 

cell of EG/Cu(111) are –2.23, –2.19, and –1.98 eV for C6(OH)1, C6(OH)2, and C6(OH)3, 

respectively. The computational results show that Eb/OH decreases as the number of -OH 

groups in the unit cell increases. Considering the sequential binding of an -OH group to 

EG, i.e., C6(OH)1 → C6(OH)2 → C6(OH)3, the calculated Eb of the second and third -OH 

are smaller than that of first -OH by 0.09 and 0.67 eV, respectively. The significant 

decrease in Eb for the third hydroxylation can, therefore, reasonably explain our not 

observing C6(OH)3. Because our DFT approach is performed using the (1 × 1)-

EG/Cu(111), the instability of the second and third hydroxylation compared to the first 

hydroxylation is also expected to be larger than the computationally estimated values. 

Figure 3.3 (a-f) The optimized atomic geometries for six dimeric configurations. To investigate 

the isolated dimeric interactions, a (3√3 × 3√3)R30° unit cell was employed in periodic DFT 

calculations. The copper layers are omitted for clarity. (g) The binding energy per one OH (Eb/OH, 

eV), the relative energy (eV), and the nearest C-Cu distance (Å ) for the six dimeric configurations. 

The binding energy per one OH (Eb/OH) is calculated as Eb/OH = E(nOH-EG/Cu(111)) – [nE(OH) 

+ E(Gr/Cu(111))] / n , n = 2 
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The estimated Eb/OH for the superstructures supports the experimental observation of 

C6(OH)1 and C6(OH)2; but C6(OH)2 might be expected to be close to as prevalent if not 

more so than C6(OH)1 given the small difference (0.04 eV) between the Eb/OH of 

C6(OH)1 and C6(OH)2. Indeed, the adsorption structure of two -OH groups corresponding 

for C6(OH)1 is slightly less stable than that for C6(OH)2 by 0.07 eV when the influence 

from the other functional groups on the adsorption structure is excluded (Fig. 3.3). The 

electronic structure, i.e., the local density of states (LDOS), of the -OH groups on EG/Cu 

can rationalize the overall instability of the OH groups in C6(OH)2 compared to C6(OH)1 

(Fig. 3.4). Whereas the highest prominent feature in the occupied energy region for the 

LDOS of the -OH group in C6(OH)1 is distributed around –2.5 eV with respect to the 

Fermi level (EF), that in C6(OH)2 (and also for C6(OH)3) is located at around –1.2 (–0.8) 

eV. The deeper energy range for the electronic states of the -OH group with respect to the 

EF in C6(OH)1 indicates its higher stability compared to those in other superstructures. 

The change of electronic structure by hydroxylation was investigated with 

scanning tunneling spectroscopy (STS) measurements (Fig. 3.5a). In a dI/dV spectrum of 

the Cu(111) surface (black), the surface state of Cu(111) was observed near the sample 

bias of 0 V.76,77 In a dI/dV spectrum of EG/Cu(111) (red), the broad band marked by the 

dotted circle at –1.5 to –0.5 V is considered to originate from the graphene-Cu(111) 

interaction, and the deep located at –0.8 V marked by a red arrow in the dI/dV curve can 

be assigned as the Dirac point of graphene according to the previous report of Gao, et 

al.78 After hydroxylation (blue), the Dirac point disappears and the band marked by dotted 

circle is upshifted due to a p-doping effect by hydroxyl groups. Bader population analysis 

also indicates the change in doping character of graphene sheet due to hydroxylation, in 

which the partial charge of graphene sheet in unit cell of EG/Cu(111) and C6(OH)1 are –

0.04e (n-doped) and +0.12e (p-doped), respectively. New electronic states appear at -2 to 

~ -1 V, which would originate from destruction of the π conjugation network due to the 

formation of the sp3 C-OH bonds, in dI/dV spectrum of EG-OH/Cu(111). The influence 

of hydroxylation on the electronic structure of EG/Cu(111) was further investigated with 

a band diagram analysis as shown in Fig. 3.5b. It is well known that a metallic substrate 

can alter the electronic structure of graphene.72,73 Due to charge transfer from Cu to EG, 

the n-type doped character of graphene is indicated by the conical point of the Dirac cone 

located at the –0.45 eV with respect to the EF (Fig. 3.6a). The electronic structure of 

EG/Cu(111) is significantly modified by functionalization with -OH groups on its basal 

plane. The conical dispersive curves at EG/Cu(111) split into three states due to the 
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interfacial interaction, i.e., Cu 𝑑𝑧2  - C pz interaction (see also Fig. 3.4), induced by 

hydroxylation. The band energy for the π states of the unbonded carbon atoms located at 

the meta position with respect to the -OH group is –0.25 eV from the EF at the Γ point. 

Two π states of the neighboring carbon atoms from the carbon atom bonding with the OH 

group interact with the Cu 𝑑𝑧2 states (see the partial charge density plots in Fig. 3.5b), 

and their band energies are –0.04 and 0.02 eV from the EF at the Γ point. The band 

diagram for C6(OH)1 thus shows a band gap opening of 0.21 eV. The characteristic 

features of the Dirac cone are significantly destroyed by further functionalization of 

EG/Cu(111), i.e., C6(OH)2 and C6(OH)3 (see Fig. 3.6). 

 

Figure 3.4 Projected density of states (PDOS) for the 𝑑𝑧2 state of the Cu substrate and the pz state 

of epitaxial graphene (EG), and the local density of states (LDOS) for the hydroxyl functional 

group on EG: (a) EG/Cu(111), (b) C6(OH)1, (c) C6(OH)2, and (d) C6(OH)3 superstructures. The 

prominent features of interfacial interaction between the Cu substrate and π states of EG, i.e., the 

Cu 𝑑𝑧2– C pz interaction near the Fermi level (EF) are indicated with filled arrows, and the LDOS 

positions near the EF of the hydroxyl group binding to EG are indicated with unfilled arrows. 
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Figure 3.5 (a) dI/dV spectra measured on Cu(111), EG/Cu(111) and EG-OH/Cu(111). The broad 

band marked by dotted circles indicate the band originated by graphene-Cu(111) interaction. The 

Dirac point in EG/Cu(111) is marked with a red arrow. (b) Band diagram for C6(OH)1 and the 

partial charge densities near the Dirac point (at Γ). The relative amount of C 2pz character is 

proportional to the size of blue dots. 

Figure 3.6 Band diagram for (a) epitaxial graphene on Cu(111), EG/Cu(111), (b) C6(OH)1, (c) 

C6(OH)2, and (d) C6(OH)3 superstructures. The relative amount of C 2pz character is proportional 

to the size of the blue dots. 
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3.1.5. Conclusion 

We studied the vapor-phase hydroxylation of epitaxial graphene both on Cu(111) single 

crystal samples and on Cu(111) single crystal foil samples and discovered a periodic 

functionalization with stoichiometry C6(OH)1. Atomic scale STM combined with 

spectroscopic studies shows a (√3×√3)R30˚ superstructure of C6(OH)1. Theoretical 

calculations suggest that induced C-Cu ‘back bonding’ thermodynamically stabilizes the 

Gr-OH superstructure, and explains the electronic band structure of the EG-OH. 
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3.2. Electron-induced O2 dissociation on Ag(110) 

3.2.1. Introduction 

Adsorption and dissociation of an oxygen molecule are of great interest due to 

the first step of an oxidation reaction. In industry, the oxidation reaction has been applied 

for various reactions such as epoxidation of ethylene.79,80 In particular, investigation on 

Ag(110) surface is studied intensively because it is the most reactive surface among the 

low-Miller-index surface for dissociation of O2 molecule. The chemical reaction of 

chemisorbed O2 on Ag(110) was investigated by STM. Three adsorbed states were 

discovered in early studies (the 80s’-90s’) which are the physiosorbed state (< 40 K), two 

chemisorbed states (40-150 K) and dissociative chemisorbed state (> 150 K). Two 

chemisorbed states were found, O2[001] and O2[1̅10], along with the two directions of the 

Ag(110) surface with a 90-degree difference. Chemisorption energy of both states are 

similar as 0.55 eV for O2[001] and 0.51 eV for O2[1̅10]81 or same 0.37 eV for O2[001] 

and O2[1̅10]82 in computational results. 

Although the adsorption and dissociation reaction of chemisorbed O2 on the 

Ag(110) surface has been studied both experimentally and theoretically in the past, the 

dissociation mechanism is still a controversial issue. STM experimental studies reported 

four-fold hollow site is thermodynamically favored for both O2 molecule.81-93 J. R. Hahn 

et al., studied reaction path and threshold energy for dissociation. Dissociation of O2[1̅10] 

along the same direction is 480 meV whereas there is a bias dependency for O2[001] 

dissociation. When a negative bias is applied, 85% of O2[001] underwent dissociation as 

the same direction at threshold energy of 390 meV and 15% of the molecules 90-degree 

rotated and dissociated along [1̅10] direction.88 On the other hand, dissociation under the 

positive bias happened through [1̅10] direction upper the 470 meV. Rotation only 

occurred from O2[001] to O2[1̅10] and theoretical study calculate the energy barrier 

between two chemisorbed states is 0.45 eV.82 Furthermore, molecular beam experiments 

show that the molecular adsorption of O2 onto Ag(110) is an activated process. This result 

indicates that the chemisorbed state is a precursor for dissociation.94 Despite a large 

number of previous studies until recently using molecular beam94-97, no direct dissociation 
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was found to take place below the incidence energy of 0.9 eV (0.6 eV including the 

vibrational zero-point energy), even if the minimum energy barrier of dissociation is 0.36 

eV which is calculated by DFT calculation.92 To clearly understand the driving force of 

reaction, it is important to elucidate the reaction mechanism and pathway of chemisorbed 

O2 molecules. 

Herein, we first suggest that the mechanism of electron-induced dissociation 

reaction related vibrationally excited state for both O2[001] and O2[1̅10] molecule on 

Ag(110) surface. For mechanism study, we investigate the physical property of adsorbate 

and chemical reaction of the reactant on a surface using scanning tunneling microscopy 

(STM) at 5.0 K under the ultrahigh vacuum (< 6.0 × 10-11) condition. Oxygen molecules 

are deposited when the surface temperature is 93 K and the ratio of two O2 species is 

almost equal. Inelastic electron tunneling spectroscopy (IETS) results demonstrated that 

two O2 molecule states have a different vibration energy value of O-O stretch mode, and 

which also present at action spectra (AS). All possible paths of reactions are considered 

and the thresh-old energy was carefully confirmed. The dissociation mechanism of O2 

molecule adsorbed on Ag(110) surface is induced by vibrational excitations of the 

overtone of the (O-O) stretch mode. 

 

3.2.2. Method 

The Ag(110) single crystalline metal substrates were cleaned using repeated 

cleaning cycles with Ar+-ion sputtering and annealing around 480 ℃ in preparation 

chamber. The surface temperature was 93 K when we deposited the O2 molecule. The CO 

molecule was co-adsorbed after O2 molecule deposition. All experiments were 

investigated with a low temperature STM (Omicron GmbH) maintained at 5 K under 

ultra-high vacuum (< 6.0×10–11 Torr). The scanning conditions for STM images were V 

(sample bias-voltage) = 20 mV and I (tunneling current) = 0.1 nA and O2 molecule for 

dissociation was selected as solely separated singing molecule avoiding from tip 

approaching region. The current trace was measured when the STM tip positioned on the 
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out of center of O2 molecule at a fixed gap resistance (V = 20 mV, I = 0.1-30 nA). The 

IETS-STM results were obtained from subtraction surface signal form molecule on 

surface signal. All results were averaged using 11 IETS data. Total 547 O2 molecules used 

for AS spectra. 

 

3.2.3. Electron-induced chemical reaction of O2 on metal surface 

Figure 1. describes the common reaction for the O2 molecule. There is no bias 

dependency for all reactions. To distinguish and compare the STM images of two 

chemisorbed O2 molecule state and its reaction process, four molecules were used for 

example. Experimental results are shown in Figure 4.1(a) to (d) and model systems for 

each STM images are Figure 1. (e) to (h). Rotation from O2[001] to O2[1̅10] is obviously 

shown in Fig. 4.1(a) to (b) and threshold energy of this rotation was -200 mV (+280 mV) 

with 25 nA for a negative (positive) pulse. The opposite direction of rotation from O2[1̅10] 

to O2[001] was barely detected but still, exist which is appeared in Fig. 4.2. Most O2[001] 

dissociate and O atoms position on four-fold hollow site (FFH) and short bridge (SB) site 

one each. The O2[1̅10] dissociate along the [1̅10] direction and two O atoms are adsorbed 

on the FFH site. We also examined a threshold energy for dissociation and found that -

200 mV with 30 nA (+280 mV with 25 nA) for O2[001] molecule and 260 mV with 30 

nA (+280 mV with 40 nA) for O2[1̅10] molecule which is lower than previous studies. 

This is the reason why former studies had different O2[001] dissociation for hot electron 

and hot hole. In Fig 4.3., the ratio of molecular motion for two chemisorbed O2 states in 

5 days experiments were investigated. For O2[001] molecules, the rotation was preferred 

in high positive bias leading the dissociation along the [1̅10] direction while only 15% 

rotation occurred under -390 mV condition which is the same result in previous studies.88 

Before we discuss the detail of the dissociation mechanism, physical property for 

an adsorbed molecule on the surface was analyzed. Vibration energy for O2[001] was 

already discovered as 85 mV from electron energy loss spectroscopy (EELS)98, 82 mV 

from STM-IETS86 in former studies. In this paper, we also measured vibrational energy 
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by IETS that can detect the energy of vibration modes in a single molecular level. To 

clarify the energy of O-O stretch mode, we co-adsorbed the CO molecule with O2 

molecule (Figure 4.4(a)) and compared as a reference. Hindered rotation mode of CO was 

confirmed at ±19.5 mV which is well-matched with the value from the previous study, 

±18.5 mV.99 In peak at ±78.8 mV for O2[001] in Figure 4.4(c) is assigned to the O-O 

stretch mode, in a good agreement with EELS results. Vibrational spectra of O2[1̅10] was 

also studied, however, there was no data because of the lack of IETS signal.100,101 By 

repeated measurement, we observe peak at ±87.2 mV after the smoothing row data even 

signal-to-ratio is high. It is worth that this is the first report for analysis of vibration mode 

for O2[1̅10] in an experiment. 
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Figure 4.1. Rotation and dissociation of O2 molecule on Ag(110). There are two chemisorbed O2 

molecule on hollow site aligned along the [001] and [11̅0] direction of Ag(110). Reaction happens 

on molecule which pointed by white arrow. (a) Two O2[001] and two O2[1̅10] molecules adsorbed 

on Ag(110) (b) Rotation reaction from O2[1̅10] to O2[1̅10]. (c) Dissociation reaction of O2[001]. 

Two O atoms are positioned at hollow site and bridge site, respectively. (d) Dissociation reaction 

of O2[1̅10]. Two O atoms are positioned at hollow sites. Dissociation occurs in the original 

direction of O2 molecule. STM images obtained by bare W tip at voltage of 20 mV and a tunneling 

current of 0.1 nA. (e)-(h) are model description for (a)-(d) STM images.  
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Figure 4.2. Current trace for rotation and dissociation of O2[1̅10] molecule on Ag(110). The 

O2[1̅10] molecule dissociate along [001] direction via two reaction step, which were rotation and 

dissociation. 
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Figure 4.3. Summary of detected reactions for 5 days. (a) and (b) is on O2[001] molecules. (c) and 

(d) is on O2[1̅10] molecules. 
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Figure 4.4. STM image of CO molecule and O2 molecules co-adsorption. STM-IETS for (b) CO, 

(c)O2[001] and (d) O2[1-10] molecule on Ag(110). The spectra are average of multiple scans from 

-50 mV to 50 mV, from -105mV to 105 mV for CO and O2 molecules, respectively. 
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We interpreted the action spectrum with scanning tunneling microscopy (STM-

AS) for chemisorbed O2 molecule. STM-AS informs about the relationship between 

specific vibration mode and reaction from the value when yield Y(V) hopping at a certain 

voltage which corresponding the multiples of vibration mode energy. The Y(V) The 

chemisorbed O2 molecule has a low density of states (DOS) on unoccupied states, which 

means molecular orbitals (MOs) of O2 is almost filled with electrons.101 In other words, 

injecting the hot electron under a positive bias is particularly difficult than injecting the 

hot hole under negative bias. This is reflected in STM-AS results (Fig.4.5), AS for a 

positive bias shows 2-order lower reaction yield having the same Y(V) voltage then 

negative bias. We represent AS on negative bias for both O2[001] and O2[1̅10] molecules. 

Spectral fitting of the STM-AS spectra was conducted to drive additional data about the 

dissociation of O2 molecule and detailed fitting information explained in ref 48 and ref 

58. The Y(V) handling the multi-electron process can be defined as  

              Y(V) = Keff   
𝐹(𝑉,ℏΩ,𝜎𝑝ℎ)𝑛

𝑉
,                (1) 

where Keff, ℏΩ, σph and n indicate the effective prefactor, the vibrational energy 

responsible for the equation, the vibrational broadening factor, and the reaction order, 

respectively. In this formula, F (V, ℏΩ, σph) can be derived by integrating twice the 

effective vibrational DOS expressed with Lorentzian function.43,102 There are clear Y(V) 

hopping at -294 mV and -367 mV for O2[001] which expected as vibrationally excited 

energy of O-O stretch mode from ν = 0 state to ν = 4 and 5 state, respectively. To figure 

out the vibration energy of O-O stretch mode and anharmonicity constant, fitting the value 

from IETS and AS by Morse potential energy which is written approximately in Eq (2): 

Eν =  ℏωe (ν +
1

2
) − ℏωeχe (ν +

1

2
)

2

,                     (2) 

where ν, ℏωe and χe are the vibration quantum number, equilibrium vibrational energy, 

and anharmonicity constant. The obtained values are ℏωe= 78.45 ± 3.83 mV, χe = 1.1 × 

10-2 ± 8.2 × 10-3 in R2=0.9997 and predicted energy for vibrationally excited state are 
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summarized in Table 1. Parameters for O2[1̅10] is obtained by the same method, which 

are ℏωe= 93.33 ± 2.30 mV, χe = 2.6 × 10-2 ± 3.8 × 10-3 in R2=0.9998 and predicted energy 

for vibrationally excited state also in Table 1.  

 

 

 

Moreover, we measured rate R(I) by tracing the current which can demonstrate 

the power-law dependence on I and n, R(I) ∝ In, describing n as how many electrons 

required for an event.43,102,103 From the current dependency, R(I), in Fig. 4.6, estimated 

the reaction orders were 2.24 (2.18) and 1.97 (2.01) at 320 mV and 430 mV bias 

conditions for O2[001] (O2[1̅10]), respectively. These results imply that dissociation 

Figure 4.5. STM-AS of O2[1̅10] and O2[001] which are (a)&(b) and (c)&(d), respectively. The 

black dotted line is fitting curve of AS to understand related reaction mode. The red solid line is 

for total reaction AS. 
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reaction underwent by two electron process of vibration energy of 4th and 5th excited state 

(Eν0→4= 294.0 (326.0) mV and Eν0→5= 367.0 (393.0) mV from fitting data in AS) because 

the only lower quantized vibrational excited state can be activated by the injecting energy. 

Table 1. 

 
O2[001] 

Exp. 
Predicted 

O2[1̅10] 

Exp. 
Predicted 

 =  78.8 mV 76.7 mV 87.2 mV 88.5 mV 

 =  294.0 mV 296.1 mV 326.0 mV 324.7 mV 

 =  367.0 mV 365.7 mV 393.0 mV 393.8 mV 

R2  0.9998  0.9999 

ℏωe  
78.45          

± 3.83 mV 
 

93.33          

± 2.30 mV 

χe  
1.1 × 10-2   

± 8.2 × 10-3 
 

2.6 × 10-2   

± 3.8 × 10-3 

 

The dissociation barrier was determined that 367 mV < gap < 588 mV for O2[001] 

and 400 mV < gap < 502 mV for O2[1̅10]. The multi-electron process goes through 

overtone excitations to exceed the reaction barrier for the dissociation of O2 along [001] 

and [1̅10]. Schematic description represents in Figure 4.7. The overtone of O-O stretch’s 

3rd, 4th, and 5th vibrationally excited reaction by two electron process lead the dissociation 

reaction toward [001] and [1̅10] directions having different vibration energy. 
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Figure 4.5. Current dependency for O2[001] in (a) and (b). The (c) and (d) for O2[1̅10] at both 

negative and positive bias voltage. 
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Figure 4.5. Schematic potential energy surface for vibrationally excited dissociation reaction for 

two directions. 



 55   

 

3.2.4. Conclusion 

In conclusion, we conducted the STM experiment under low temperature and 

ultrahigh vacuum condition for dissociation of chemisorbed O2 on Ag(110) surface, in 

which traced the chemical reaction and revealed the mechanism by STM-IETS and STM-

AS. There are two chemisorbed O2 states along with the two surface lattice directions, 

[1̅10] and [001], and we verified the reaction pathways for each chemisorbed O2 states. 

The rotation reaction was bidirectional and dissociation happened along their adsorbed 

direction. It is important that we identified the (O-O) vibrational mode for both [1̅10] and 

[001] O2 molecules for the first time and anticipate the reaction gap by revealing the 

dissociation mechanism. The reaction induced by an overtone of vibrational excitation. 

We believe that this study provides the insight to oxidation reaction on the catalyst and 

helps to understand on-surface reaction investigation at a single molecular level.  
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4. Conclusion 

 

 The investigation of modifying the surface and monitoring the chemical reaction 

on surface, especially on metal surface, are of great interest that there are many previous 

studies. The metal surface is the common for catalyst which has reactivity for chemical 

reaction. To understand the cause of the reaction and to adjust surface properties, we 

handle two different topics in atomic-level studies using DFT calculation and STM 

experiments combined with IETS and AS.  

In the first chapter, we discover the existence of highly-ordered hydroxylation of 

graphene/Cu(111) and explain it’s of the superstructure. The graphene/Cu(111) surface 

exposed to -OH groups and forms the superstructure which maintained while the scale 

increase from the microscopic to the macroscopic range. This observed superstructure 

was calculated by DFT calculation. The optimized structures and DOS results show 

C6(OH)1 superstructure has high stability as experimentally observed due to strong -OH 

adsorption compared with other structures. In chapter two, we revealed the mechanism 

of O2 dissociation on Ag(110) using combined STM, IETS, and AS experiments at atomic 

resolution. Possible reactions are studied by scanning the surface injecting the hot 

hole/electron to the O2 molecules. STM-IETS is able to detect the rotation and vibration 

energy of the model system that we discovered the O-O vibration mode at ±78.8 mV for 

O2[001], ±87.2 mV for O2[1̅10]. These energy values are also shown in STM-AS which 

indicate the reaction induced by vibrational excitation. We conclude that this reaction 

occurs through overtone excitation of O2 stretching mode and this study gives insights 

into O2 dissociation on Ag(110). 

Despite my works cover the small part of wide surface chemistry, we 

demonstrated that representative fundamental chemical reactions on surface. Moreover, 

the computational calculation is complementary to experimental studies that we expect 

co-works are helpful for revel the reaction with regard to surface chemistry.  
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