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ABSTRACT 

Fault Diagnosis and Size Estimation of Rolling Element Bearing under Time-

varying Conditions 

Guang-Quan Hou 

Department of Mechanical and Automotive Engineering 

The Graduate School 

University of Ulsan 

Rolling element bearings are one of the most significant elements and frequently-used 

components in mechanical systems. Rolling bearing fault diagnosis and failure 

prognostics are helpful for preventing equipment failure and predicting the remaining 

useful life (RUL) to avoid catastrophic failure. Therefore, reliable fault detection is 

necessary to ensure productive and safe operations.  

Spall size is an important fault feature for the RUL prediction, and most of research 

work has focused on estimating the fault size under constant speed conditions. However, 

estimation of the defect width size under time-varying speed conditions is still a 

challenge work. In this paper, a novel method is proposed to solve this problem.  

The influence of speed variation on fault size estimation was investigated in the 

follow-up study. A resampling method was used to eliminate the effect of speed 

variation. The defect size can be calculated with the angle duration, which is measured 

from the identified entry and exit points. 

To obtain better understanding of defect size estimation, a dynamic vibration model 

of a defective rolling bearing is established. The changes of contact deformation and 

force of the defective bearing pattern are obtained. The entry and exit events can be 
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identified by these illustrations. Then, two defect size estimation models are introduced 

from the small size model to the large model.  

Based on the edited cepstrum and LMD (EC-LMD) algorithm, entry and exit 

events were enhanced to achieve a better diagnosis result than the classical methods. 

An improved LMD method is proposed to eliminate the end effect by the DTW 

technique. In order to verify the effectiveness of EC-LMD method, the experiment was 

performed with a fault bearing. The diagnosis results from the experimental data 

illustrated that the EC-LMD method could improve the diagnosis performance. 

With the previous research work, a novel signal processing method combining EC-

LMD, resampling and continuous wavelet transform was proposed for estimating the 

fault size of rolling element bearing under time-varying speed conditions. The 

combination method could not only diagnose the bearing fault but also estimate the 

fault size under time-varying speed condition. In order to prove the effectiveness and 

stability of this combination method, the real experiments were carried out. The 

estimation results show that the proposed method can effectively estimate the defect 

size on the outer race under time-varying speed conditions. 

An intelligent rolling bearing fault diagnosis method was proposed. EC-LMD was 

used to pre-process the signal for extracting good features. The feature extraction was 

done by the MFE. Laplacian score was used to select the fault feature by reorder the 

scale factors. SVM is used to evaluate the classification performance. The experimental 

results showed that the different categories of rolling bearings are effective identified 

by the proposed method. 
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Chapter 1  Introduction 

1.1 Research background 

Rolling element bearings are one of the critical components in rotating machines, where 

faults such as the spalling and the pitting are commonly observed in the course of 

normal operation [1]. Therefore, the diagnosis of rotating machinery faults and failure 

prognostics are necessary to prevent equipment failure or predict the remaining useful 

life (RUL) to avoid catastrophic failure.  

Failure prognostic predicts the RUL of a component with conducting an analysis 

of the obtained monitoring data. This enables failure prediction in machines, resulting 

in benefits such as shorter downtimes, higher operation reliability, reduced operations 

and maintenance cost, and more effective maintenance and logistics planning. An 

increasing number of bearing prognostics studies have been conducted. However, most 

existing studies mainly focus on machines operating at a constant speed, which may not 

be practical considering the machines and associated systems in real applications 

becoming increasingly complex. As such, a diagnostic and prognostic study on bearings 

operating at variable speeds has been conducted in this research.  

Fatigue failure is a common fault type of rolling element bearing. A defect will be 

generated by fatigue failure. Spalling size is very small in the early fault stage and is 

deteriorated gradually until the bearing totally broken, so that spall size can be used as 

a good fault feature for the RUL prediction. In a number of studies [2, 3], the signature 

of the vibration signal originating from the passage of a rolling element over the spalled 

area has been reported as being composed of two main parts. The first originates from 

the entry of the rolling element into the fault, while the second results from the exit of 

the rolling element as it strikes the trailing edge of the fault. As the defect size increases, 
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the separation between the two points, i.e. the time to impact, increases and if the entry 

and exit events can be successfully extracted from the vibration signal, the size of the 

fault can be estimated. Sawalha and Randall [4] illustrated more details explanation of 

the two events by observing the vibration signatures of seeded faults. To improve the 

estimation performance, Sawalhi et al. [5, 6] proposed other methods to process the 

vibration signal, such as the autoregressive inverse filtration, synchronous averaging, 

energy envelopes, and numerical differentiation. 

 Other signal processing methods have also been proposed to measure the defect 

size of a bearing under different conditions. Jena et al. [7] measured the different defect 

sizes in inner race and outer race of the bearing under constant speed. The ridge 

spectrum method which derived from the Continuous Wavelet Transform was proposed 

to obtain an obvious indication of the time duration between the entry point and the exit 

point. Moustafa et al. [8] estimated the different seeded fault widths under low speed 

with an instantaneous angular speed (IAS) technique. The IAS could effectively reveal 

shaft speed variation of a bearing with a fault in the outer race when the rolling element 

passed through the defect area. Khanam et al. [9] detected the different fault sizes in the 

outer race of ball bearing using the discrete wavelet transform analysis. The entry and 

exit events were pointed out clearly in the decomposed signal, and a good estimation 

of the defect size was obtained. Wang et al. [10] proposed a vibration signal processing 

methodology for extracting the fault size of naturally generated and observing the 

propagating of bearing fault under high-speed conditions. Entry and exit events from 

the vibration signal were enhanced by the tacho-less synchronous signal averaging 

(SSA) and the wavelet transform. 

Previous research has focused on estimating the defect size of the bearing under 

constant speed condition. The signal enhancement processing methods have been based 

on the assumption of constant speed condition [11]. However, rotating machinery 

sometimes works under time-varying speed condition. For such working condition, the 
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amplitude and fault characteristic frequency (FCF) of rolling element bearing vibration 

signal will be influenced by the time-varying speed [12]. Hence, the envelop analysis 

and other enhancement techniques which based on the constant speed condition cannot 

be applied directly.  

Thus, it can be a challenging task for rolling element bearings fault size estimation 

due to the harsh and variable working conditions.   

1.2 Review of bearing fault diagnosis and enhancement 

techniques 

In practice, bearings often operate under speed variation conditions. Some 

representative cases often exist in wind turbines, mining equipment, and rotating 

machinery during speed-up and ramp-down processes. In such operation conditions, 

the repetition frequency of bearing transient impulses also varies with time and hence 

the corresponding signals are non-stationary in nature. As a result, the traditional signal 

processing approaches (e.g. envelope analysis-based methods [13-16]) developed for 

signal analysis at a constant rotating speed will lead to spectral smearing and false 

diagnosis. Thus, some signal processing methods are used to extract the fault 

component from the original signal. This section will introduce some common signal 

processing methods on bearing fault diagnosis.  

1.2.1 Pre-processing method 

A bearing fault signal based on time-varying speed condition consists of impulse fault 

component, determined component and the random noise component. It is usually 

advantageous therefore to remove such discrete frequency noise before proceeding with 

bearing diagnostic analysis. 
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1.2.1.1 Time synchronous averaging (TSA)  

 TSA is easily applicable as a byproduct of the order tracking of the signal, always 

performed in order to manage the speed fluctuation [17]. It is used to separate the impact 

component produced by a fault bearing from the original vibration signal with noise 

and resonance components. The conventional TSA divides the sensory signal into a 

number of segments based on the rotating speed and takes ensemble average for the 

divided segments. In practice, the averaged signal can be obtained by averaging all 

signal segments each corresponding to one period of a synchronizing signal. It can be 

done by follows:     

 ( ) ( )
1

0

1 M

m

y t x t mT
M

−

=

= +   (1.1) 

where y is the averaged signal, ( )x t  is the original signal, M  is the number of 

segments. McFadden et al. [18] utilized TSA to isolate the vibration of planet gears and 

estimate the distribution of damage on the inner race of the beating [19]. To improve 

the performance of TSA, some development methods have proposed. Ha et al. [15] 

propose autocorrelation-based TSA to diagnose the gears fault in planetary gearboxes 

of a wind turbine. Siegel et al. [20] provide an enhanced method which combined the 

TSA with empirical mode decomposition that can determine the health of rolling 

element bearings. 

However, as demonstrated in [21], the application of TSA is not able to delete 

completely the effect of deterministic components, such as gear coupling and 

misalignments, when speed is not constant, even if the frequency of the vibration source 

is known. Thus, this method can not be used on the fault diagnosis of bearing under 

time-varying speed condition. 
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1.2.1.2 Linear prediction 

Linear prediction is basically a way of obtaining a model of the deterministic (i.e. 

‘‘predictable’’) part of a signal, based on a certain number of samples in the immediate 

past, and then using this model to predict the next value in the series. The residual 

(unpredictable) part of the signal is then obtained by subtraction from the actual signal 

value. Autoregressive (AR) model is a time sequence analysis method whose 

parameters comprise important information of the system condition, and an accurate 

AR model can reflect the characteristics of a dynamic system. Sawalhi et al. [2] used 

the AR model to enhance the fault detection by removing the constant components from 

vibration signal. However, the AR model is based on the stationary condition. Thus, 

this method cannot be used on the fault diagnosis of bearing under time-varying speed 

condition. 

1.2.1.3 Cepstrum pre-whitening 

Considering mechanical systems such as gears and motors, the idea of cepstrum pre-

whitening (CPW) is based on the fact that deterministic excitations related to shaft 

harmonics and gear meshing are periodic, but not sinusoidal, and therefore produce a 

spectrum with multiple harmonics of the first excitation frequency. This results in 

periodicity of the spectrum of the signal, with peaks equally spaced in the frequency 

domain. In the cepstral domain [22], the periodicity of the spectrum results in a peak at 

a quefrency equal to the period of the base frequency of the multi-harmonic 

vibration.  The real cepstrum can be used to edit the log amplitude spectrum of 

stationary signals and combined with the original phase to achieve edited time signals 

[23]. This finding has given rise to the development of cepstrum editing methods for 

the separation of deterministic signal content from stochastic content. 
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Initially, most of the research focused on developing a cepstrum editing procedure 

to selectively set certain cepstral peaks belonging to masking discrete frequencies to 

zero [24, 25]. The idea here is mainly to filter out the deterministic frequencies while 

preserving the rest of the signal’s content. Lately, there has been an increasing usage of 

a so-called cepstrum pre-whitening method [5, 17]. Instead of setting only a selection 

of peaks to zero, this method sets the whole real cepstrum to zero, except for the zero 

quefrency. This technique is very easy to implement and has a very low computational 

cost. 

1.2.2 Enhancement techniques 

 It is difficult to estimate the defect size of a bearing on the outer race. This is because 

of the impulse component of the signal smeared into the noise signal. For extracting the 

impact component of the signal, some signal processing techniques can be used to 

extract the fault information, such as spectral kurtosis, wavelet transform (WT), the 

empirical mode decomposition (EMD) and local mean decomposition (LMD) for the 

non-stationary signal.  

1.2.2.1 Spectral kurtosis (SK) 

Spectral kurtosis is a signal processing method which can extract transient impact 

component from vibration signal. It provides a method to select the frequency band 

which contains a component of maximum impulsivity [26].  The spectral kurtosis of 

a signal can be computed from the short time Fourier transform (STFT). The non-

stationary random time series ( )y n  can be obtained as given in [13, 14]:  

 ( ) ( ) ( )
1/2

2

1/2

, j fn

xy n F n f e dW f

−

=    (1.2) 
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    where dWx(f) is the increment of orthonormal spectral, F(n,f) is a complex 

envelope of the signal for each frequency position. 

 Thus, the spectral kurtosis can be defined in term of the fourth-order normalized 

cumulant [14]: 

 
( )( )
( )( )( )

4

2
2

,
( ) 2

,

E F n f
K f

E F n f

= −   (1.3) 

where E is the expectation operator. ( )K f  is the spectral kurtosis value at the 

frequency f . The SK map formed a function of frequency and window length and its 

maximum values gives the optimal central frequency and bandwidth of the band-pass 

filter. Figure 1.1 shows the general paving of the (frequency/frequency resolution) plane  

A further simplification is proposed and is called fast kurtogram. It involves the 

computation of the kurtosis of the coefficients obtained at the output of filter-banks of 

quasi-analytic filters with central frequency and bandwidth value. Figure 1-2 shows the 

general paving of the (frequency/frequency resolution) plane by 1/3-binary tree 

kurtogram estimator.  

  

Figure 1-1. Paving of the frequency/frequency resolution plane [13]. 
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Figure 1-2. Combinations of center frequency and bandwidth for the 1/3-binary tree kurtogram 

estimator [13].  

 

The fast kurtogram gives a strict way to find the best frequency band automatically 

to filter the signal. Moreover, it detects in which frequency band transients take place 

and it returns the complex envelope for each selected band. Kurtogram is calculated 

based on the STFT or filters. But, limits the performance of the kurtogram in extracting 

transient impact component under low signal-to-noise ration and non-Gaussian noise. 

To overcome the above shortcomings of kurtogram and to further enhance its accuracy 

in discovering characteristics and detecting faults, more precise filters need to be 

developed and incorporated into the kurtogram algorithm [27]. 

1.2.2.1 Discrete wavelet transform 

The Wavelet transform is classified as continuous and discrete wavelet transforms 

(DWT). The continuous wavelet transform is calculated by the convolution of the signal 

and a wavelet function. A wavelet function is a small oscillatory wave, which contains 
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both the analysis and the window function. However, the discrete wavelet transform 

uses filter banks to analyze and synthesize a signal. This technique, in fact, provides 

powerful multi-resolution analysis in both time and frequency domain and thereby 

becomes a rather useful tool to extract the transitory features of non-stationary vibration 

signals produced by the faulty bearing. In order to extract the fault feature from the 

signals more effectively, an appropriate wavelet base function should be selected. The 

discrete wavelet transform is derived from the discretization of continuous wavelet 

transform by adopting the dyadic scale and translation to reduce the computational time 

and can be expressed after [28] by the following equation: 

 ( ) ( )
1 2

,
22

j

jj

t k
DW j k s t dt

+


−

 −
=  

 
   (1.4) 

where j , k  are integers, 2 j  and 2 j k  are the scale and translation parameter, ψ is 

the mother wavelet, ψ* is the complex conjugate of the mother wavelet.  

Four kinds of wavelets from the wavelet family are shown in Figure 1-3. As the 

excellent adaptability of the wavelet, wavelet analysis provides a high time resolution 

for high frequency, at the same time, a high-frequency resolution for low frequency. To 

show the adaptability of the wavelet, the ‘Symmlet 8’ wavelet at various scales and 

locations is shown in Figure 1-4.   

In particular, the DWT decomposes the signal in its high-scale, low-frequency 

components, named approximations (A) and its low-scale, high-frequency components, 

which is called details (D). The decomposition process, with the approximation and 

detail components, is represented in Figure 1-5. This decomposition process can be 

iterated, and the successive approximations are decomposed in turn: one signal is 

broken down into many lower-resolution components to obtain the so-called wavelet 
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decomposition tree. As it could be imagined, the analysis process is iterative and so, in 

theory, it can be continued indefinitely. It has been applied widely in rotating machinery 

fault diagnostics due to the good capabilities for non-stationary signals [29-33]. 

However, in reality, the decomposition can proceed only until a certain suitable number 

of levels based on the nature of the signal, or on a suitable criterion such as entropy. 

 

Figure 1-3. Mother wavelets of wavelet family. 

 

 

Figure 1-4. ‘Symmlet 8’ wavelet at various scales and locations. 
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Figure 1-5. A multi-level analysis and synthesis process of DWT [34]. 

1.2.2.2 Local mean decomposition 

LMD is a novel signal processing method which was proposed by the Smith [35]. It is 

an adaptive signal processing method and has been successfully used on the bearing 

fault diagnosis [36-39]. It has similar properties with EMD. In contrast to EMD, the 

LMD method uses the moving average to get the amplitude envelope instead of cubic 

spline interpolation. Therefore, the overshooting and undershooting effect caused by 

cubic interpolation can be eliminated [40]. 

 A series of product functions (PFs) can be obtained by the LMD processing 

method, each of PFs is a component of the original signal which contains multi-

component[38]. The amplitude envelope and instantaneous frequency can be obtained 

via to the PFs, these features are useful to the fault diagnosis of the rolling element 

bearing. Cheng et al. [36] detected the work condition of rotating machinery with the 

fault features extracted by the LMD. Sun et al. [41] used the LMD to obtain the 

envelope spectrum entropy which can effectively identify the leakage in the gas pipeline. 

Tian et al. [39] combined the LMD and the singular value decomposition (SVD) to 

recognize the rolling bearing fault under variable conditions and obtained a good result. 

Li, Y et al. [42] proposed an algorithm to identify the fault patterns of the rolling bearing 

based on the LMD. Han et al. [37] Successfully classified the fault pattern of the rolling 
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bearing by the sample entropy and energy ratio features that were extracted by the LMD 

method. 

However, the LMD also suffers from problems as a new signal processing 

technique and need to be improved in the practical application. The main shortage of 

the LMD is the end effect [43]. During the LMD procedure, the local mean function 

and magnitude envelope function by smoothing the local extreme values of the signal. 

The starting and ending points cannot be identified whether they are extreme points or 

not. The improved LMD method will be introduced in Chapter 4. 

1.3 Time-frequency analysis for fault size estimation 

Unfortunately, frequency domain analysis is not able to process non-stationary 

vibration signals, especially for the time-varying speed condition. Time-frequency 

analysis could be a good solution for solving this problem because it could investigate 

waveform signals in both time and frequency domain. There are many time-frequency 

analysis (TFA) methods have been widely proposed and applied in fault bearing 

diagnosis, such as short time Fourier transform (STFT), Wigner-Ville distribution 

(WVD), wavelet analysis. What’s important, the digital signal processing techniques 

need to be carefully selected according to the characteristics of the signals of interest in 

practical engineering. 

1.3.1.1 Short time Fourier transform 

STFT is seen as a method that partitions the non-stationary signal into a series of the 

small segment with a short window, which can be assumed to be locally stationary. 

Then, the frequency spectrum of each segment can be obtained, and the procedure of 

STFT is shown in Figure 1-6. Given a time signal ( )x t , STFT is obtained by 
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multiplying the signal itself by a window function ( )t  centered in t : 

 ( )  ( ) ( ) ( ) 2, j fSTFT x t X f x t e d     
+

−

−

= = −   (1.5) 

 ( ) ( ) 2, j fx t X f e d df 
+ +

+

− −

=     (1.6) 

where ( )t  is a window function (Hanning or Gaussian window), x(t) is the original 

signal to be processed, ( ),X f  is Fourier transform of segment signal with a window 

function, τ is the time index and f is frequency position. The major disadvantage of the 

STFT is the resolution tradeoff between time and frequency. Once the window function 

and its length are determined, the time-frequency resolution is fixed. This resolution is 

determined by the width of the window function and the relationship between time-

frequency resolution and window length can be expressed as, 

 ( )1t f N =     (1.7) 

where N  is window function length, f  and t  are the frequency and time 

resolutions respectively. So, a good resolution in the frequency domain but the poor 

resolution in the time domain can be provided by a large window length. On the 

contrary, a good resolution in the time domain and poor resolution in the frequency 

domain is achieved by a small window length. This particular limitation is due to the 

use of a single window for all frequencies that cause the same resolution of analysis at 

all locations in the time-frequency plane. Thus, the STFT can only be used to process 

the non-stationary signals with slow change. 
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Figure 1-6 Procedure of the STFT [34].  

1.3.1.2 Wigner-Ville distribution 

A better resolution is given by the Wigner-Ville distribution (WVD) which is able to 

overcome this spectrogram limitation since it is not based on signal segmentation. 

Wigner-Ville distribution defined as:  

 ( ) 2,
2 2

j fWVD t f x t x t e d  


+
−

−

   
= + −   

   
   (1.8) 

This distribution satisfies many desirable mathematical properties. In particular, 

the WVD is always real-valued, it preserves time and frequency shifts and satisfies the 

marginal properties. 

As the WVD is a bilinear function of the signal, the quadratic superposition 

principle applies: 

 ( ) ( ) ( ) ( ) ,, , , 2 ,x y x y x yW t f W t f W t f W t f+ = + +    (1.9) 

where ( ), ,x yW t f  is the cross-WVD of x and y. 

 ( ) * 2

, ,
2 2

j f

x yW t f x t y t e d  


+
−

−

   
= + −   

   
   (1.10) 
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Thus, the WVD of two signals is not just the sum of the signal’s WVDs, but also 

of their cross-WVD. Cross-terms can make the WVD difficult to interpret, especially if 

the components are numerous or close to each other. The more so in the presence of 

noise, cross-terms between signal components and noise exaggerate the effects of noise 

and cause rapid degradation of performance as the SNR decrease. Due to these reasons, 

cross-terms are often regarded as the fundamental limitation on the applicability of 

quadratic time-frequency methods. 

1.3.1.3  Continuous wavelet transform 

Continuous Wavelet Transform (CWT) uses basis functions with translation and 

dilation parameters instead of simple complex exponentials unlike Fourier transform 

[32]. It adds a dilation parameter along with a time translation parameter to the analysis. 

Hence, it is best suited for time-frequency analysis, and effective in analyzing non-

stationary signals like run-up vibration data of the rotor. CWT of a time signal x(t) is 

obtained by solving the following convolution integral:  

 ( ) ( ),, ( )c a bW a b x t t dt
+

−
=    (1.11) 

where ( )x t   is the signal, a is the scale, b is the translation, , ( )a b t   is the mother 

wavelet: 

 ( ),

1
a b

t b
t

aa
 

− 
=  

 
  (1.12) 

The CWT is certainly one of the best transforms for singularity detection. Impact 

faults could be detected by finding the singularity in the signal. So, its identification is 

based on the use of the local maxima lines through finding the abscissa, where the 

wavelet modulus maxima converge at fine scales. The “continuity” of the method stands 

in the scales at which it operates. It could be processed for each scale possible in the 

shifting because the analyzing wavelet is shifted smoothly over the full domain of the 
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analyzed function. Thus, the CWT is used in this research work. 

1.4 Research purposes and methods 

This research is aimed to develop a new bearing fault diagnosis system under time-

varying speed conditions. Bearing fault diagnosis contains three parts: fault detection, 

fault identification and fault prediction. This research will put the focus on solving them. 

 We proposed a new method named EC-LMD to extract the fault component and 

improved the detection result. The defect size is used as a feature to predict the RUL. 

However, based on the description of the existing research methods, we can conclude 

that the most suitable methods to estimate the defect size of rolling element bearing is 

under constant speed condition. This research proposed a new method to measure the 

defect size of a defective bearing under time-vary speed condition. The signal is 

transformed from time domain to angle domain by resampling method. The angle 

duration when the roller passes over the defect area can be measured based on the 

energy distribution. proposes an intelligent rolling bearing fault diagnosis method. EC-

LMD was used to pre-process the signal for extracting good features. The feature 

extraction was done by the MFE. MFE could effectively characterize the complexity of 

the pre-processed signal. Laplacian score was used to select the fault feature by 

reordering the scale factors. SVM is used to evaluate the classification performance.  

To validate the proposed method, some experiments were performed. The 

experimental results illustrate that the proposed methods obtained good performance. 

1.5 Main contents and organization 

The remainder of this research is organized as follows.  

Chapter 2 studies some critical parameters of bearing fault diagnosis and fault size 
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estimation. Fault diagnosis method is introduced detailly. To measure the defect size, 

the entry and exit events are illustrated. Furthermore, the effects of speed variation on 

fault diagnosis and defect size estimation of a defective bearing are elaborated. 

Chapter 3 a dynamic vibration model of a defective bearing is established. The 

changes of contact fore and deformation of the roller when it passes a defect area are 

described by this dynamic model. It can help us to easily understand the vibration 

response when the roller travels the defect area. An estimation model is illustrated for 

measuring the defect size of a defect bearing under time-varying speed conditions. 

Chapter 4 proposes a new fault diagnosis method of a rolling element bearing under 

time-varying speed conditions. The proposed method can remove the determining 

component of the vibration signal and extract the impact component effectively. An 

experiment is used to verify the effectiveness of the proposed method.  

Chapter 5 proposes a time-frequency analysis method to estimate the defect size of 

a defect bearing. The entry and exit points can be identified exactly based on the energy 

distribution plot. The proposed method was validated experimentally. 

Chapter 6 proposes an intelligent rolling bearing fault diagnosis method. EC-LMD 

was used to pre-process the signal for extracting good features. The feature extraction 

was done by the MFE. MFE could effectively characterize the complexity of the pre-

processed signal. Laplacian score was used to select the fault feature by reordering the 

scale factors. SVM is used to evaluate the classification performance. The experimental 

results showed that the different categories of rolling bearings can be effectively 

identified by the proposed method.  

Chapter 7 concludes. 
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Chapter 2  Effects of speed variation on fault diagnosis 

and size estimation 

2.1  Introduction 

Fault diagnosis and failure prognostic predict the RUL of a component with conducting 

an analysis of the obtained monitoring data. Theories of fatigue life prediction have 

been developed to estimate the remaining useful life of bearings [44-46]. Among these 

theories, the geometry of the bearing and other factors, such as material properties, 

lubricant, temperature, load, and speed, are considered for the estimation of the fatigue 

life probability in bearings. Some of them were developed based on discrete finite 

element methods [27, 46, 47] and some others account for the debris of a bearing [45]. 

The purpose of these bearing failure principles is to predict the bearing life before the 

first indication of fatigue or illustrating the fatigue with a severity level. The different 

working condition, bearing life criterion may be different. Therefore, there is no single 

failure standard is applicable for all conditions (the bearing is operating under different 

conditions). However, defect size of bearing can be a good fault feature for determining 

the severity of defect in bearings at the early stages to predict the RUL. In this chapter, 

how to measure the fault size is illustrated. 

2.2 Bearing degradation with contact fatigue 

Generalized roughness, brinelling, and single-point faults (spalls) are generally two 

kinds of bearing faults [48]. Contact fatigue, which usually leads to spall faults, 

accounts for a large percentage of bearing failure [49-52]. Ferreira et al. [49] conducted 

a reliability analysis for rail bearings. About 47,000 bearings under real work conditions 

were investigated and found that around 80% of the bearings failed caused by contact 
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fatigue: 58% is outer-race fatigue, 13% is inner race fatigue, 3% is roller fatigue and 4% 

is micro fatigue. Generally, fatigue failure is characterized when the alternating shear 

stress reaches a maximum value [50]. The flaking phenomenon will occur in the 

raceways or the rolling elements caused by the merger of the microcracks initiated 

under the repeated contact stress condition [50].  

Bearing degradation caused by contact fatigue typically progresses in three stages: 

crack nucleation and propagation, spalling and fast deterioration. 

Phase 1. In the crack nucleation and propagation stage, subsurface cracks grow in 

the races without any visible modification of the contact surfaces. Once the cracked is 

loaded repeatedly, the subsurface crack will propagate along the bearing races. By 

theoretical analysis and experimental observations, Chen et al. [53] concluded that 

subsurface cracks initiate which caused by the combined action of the inclusion local 

stress field and the maximum reversed shear stress. The shortest visible crack length is 

10 - 15 𝜇m from the observations, and the nucleation period for a crack is only about 

10% of the bearing’s useful life. The illustrations showed that subsurface cracks, 

initiated at the same time from both tips of the inclusions in the steel and grow in 

opposite directions. Deng et al. [54] illustrated that the direction of subsurface cracks 

are approximately parallel to the spalling surface along the axial direction. 

Phase 2. The second stage is spalling, which happens when the material removal 

from the races as a result of repeated stresses. During this stage, the spall propagating 

speed is faster. As shown in many studies [55-59], the bearing fault can be detected at 

this degradation stage. It is the best choice to take action to protect the machine at this 

stage. 

Phase 3. After the spall is developed in the bearing, the component deteriorates 

rapidly to complete failure. A sudden increase in system vibration can be observed, and 

damage to other components in the system may result if the operation is not terminated. 
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Figure 2-1 shows the growth of the defect. 

 

Figure 2-1. progression of the damage across the raceway [60] 

 In practice, the bearing degradation stage as discussed in the previous section 

(crack nucleation and propagation), when the crack grows under surface, it is difficult 

to diagnose the bearing fault due to the mechanism of vibration measurement. At Phase 

2, the degradation stage (spalling), the impacts of each rolling element with the spall 

generate periodically vibration bursts. Each impulse signal is produced at a defect fault 

frequency which is calculated by the geometry of the bearing, the rotating speed and 

fault position, i.e. the characteristic fault frequencies of bearing (BPFO, BPFI) [48] as 

the Figure 2-2 shown. The four characteristic fault frequencies of a ball bearing can be 

expressed by the following equations:  
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 
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where  

BPFO- ball pass frequency of outer ring (Hz), 
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BPFI - ball pass frequency of inner ring (Hz), 

BSF - ball spin frequency (Hz), 

FTF- fundamental train frequency (Hz), 

d - diameter of the rolling element (mm),  

D - pitch diameter of bearing (mm),  

 n - number of rolling elements,  

rf - shaft speed in frequency (Hz),  

α - contact angle. 

For the time-varying speed condition, the characteristic fault frequencies of the 

rolling element bearing are also time-varying based on the equation 2.1-2.4. To solve 

this problem, the order tracking method is necessary to be used. The order tracking 

method will be introduced in the later section. 

 

 

Figure 2-2. Typical signals and envelope signals of local faults in a rolling element 

bearing [61]. 
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2.2.1 Response of the fault bearing 

A periodic impulse signal was produced when the bearings existed a spalling fault. This 

periodic impulse signal is not strictly periodic (i.e. almost-periodic) due to randomly 

varying slip in the contact between the rollers and races. The varying slip is caused 

inevitably by the variation of the load angle, which determines the effective rolling 

radius, and the position of each rolling element in the bearing [61]. Common bearing 

models are established by taking natural vibration bursts as a (pseudo-) random carrier 

with a power spectral density characterized by the resonance frequencies of the machine.  

Many developed theoretical models of fault bearing were proposed with 

considering different parameters or conditions that could affect the vibration response 

of the faults. McFadden et al. [62, 63] described the vibration signals produced by a 

single point fault on the inner race of a rolling element bearing. The response of the 

bearing and machine to the impulses produced by the defect is described as: 

 ( ) ( ) ( ) ( ) ( )x t d t q t a t m t=      (2.5) 

where ( )d t  is the impulse component produced by rolling elements hitting the defect 

area, ( )q t  is the variations of load distribution experienced caused by the spall around 

the bearing, ( )a t  is the variations of the transfer function between the measurement 

location and the point at spall, and ( )m t  is a real function expressing the decay of a 

unit impulse. Therefore, the key point of the bearing fault diagnosis is to extract the 

fault component from the vibration signal. In this research, we propose a new method 

to extract the fault component effectively. 
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2.3 Bearing fault diagnosis 

2.3.1 Fault detection 

For bearings running under a known constant speed and geometry, the fault 

characteristic frequencies can be calculated by the equations as described in Section 2.2. 

The fault component may not produce an obvious change in the full vibration signal, 

and this may be masked by non-fault related vibrations signal which generated higher 

energy. However, it also can generate a change in a frequency band in which the non-

fault related vibration is very small.  

Envelope analysis has been widely utilized in bearing fault diagnostics. It can 

effectively detect the impulse signal from the vibration signals of the defective bearing. 

Compared to the intervals between each impulse signal, the time duration of one 

impulse signal is very short and its energy is distributed across a very wide frequency 

range. Consequently, several resonances of the fault bearing and the surrounding 

structure are excited by these impacts. This impulsive excitation of a bearing is 

normally repetitive. Hence, the energy is concentrated in a narrow band, which makes 

it much easier to detect than that of the dispersed energy. To obtain good results with 

envelope analysis method, a frequency band in which the impulsive components 

excited by the defect need to be selected. Then, the envelope of a filtered signal ( )x t  

is obtained by calculating the amplitude of the complex signal which constituted by the 

real part of ( )x t  and its Hilbert transform as the imaginary part. The Hilbert transform 

of a time domain signal can be expressed by following: 

 ( )  ( )
( )1 x

hilbert x t x t d
t




 

+

−
= =

−
   (2.6) 

Then, the envelope of the filtered signal is obtained: 
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 ( ) ( ) ( )2 2envelop x t x t x t 
  = +   (2.7) 

Finally, the envelope spectrum can be obtained with a spectrum analysis of the 

squared envelope signal. Thus, the characteristic fault frequencies may be presented in 

envelope spectrum. 

To better understand the envelope analysis, an analytical investigation of the 

envelope analysis is established. The model can be described by taking into account the 

vibration signal of a defective bearing, after passing through the high-pass filter. Then, 

the vibration at some ringing frequency has the form of a high-frequency carrier (the 

system natural frequency) and a low-frequency modulation (the defect frequency, each 

time a defect is encountered): 

 ( )( ) ( )1 2 1 21 cos cosx A A t t = +   (2.8) 

Where A1 and A2 are constants, ꞷ1 is the fault frequency of the system and ꞷ2 is the 

natural frequency of the system. When the signal is enveloped, the squared signal would 

be: 

  ( ) ( )( ) ( )2 2 2 2 2

1 2 1 2 1 21 cos 2 cos cosx A A t A t t  = + +   (2.9) 

Then, expanding the equation (2.9): 
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− − +

  (2.10) 

From the equation (2.10), the fault frequency ꞷ1 can be found as a separate 

frequency component with A1. The spectrum of the squared envelope signal detects the 

obvious fault frequency ꞷ2 of the modulation. However, the envelope analysis 

technique is suitable for constant speed conditions. It can not be used on the time-

varying speed conditions directly. 
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2.3.2 Bearing fault severity analysis 

When a spall propagated at the beginning of bearing failure, fundamental fault 

characteristic frequency and its harmonics (multiple integers of the fault characteristic 

frequency) will occur at the spectrum. An effective condition monitoring system should 

be established to detect and evaluate the severity or measure the spall size in bearings 

at the early stages. By this way, remedial action can be taken in time or a schedule of 

the replacement can be made at a convenient time. Normally, the severity of the fault 

size in rolling element bearings is associated to the level of the transient vibration, when 

each rolling element hits the spall at different locations within the load zone. Thus, the 

remaining useful life can be determined based on the defect size in bearing. On the hand, 

the existence harmonics of the fault characteristic frequency can also indicate the 

condition and propagating of a spall in a bearing [64]. 

More studies have been done on the relationship between fault severity and defect 

size. Igarashi and Hamada exhibited that: with the size of the defect changing, the width 

and shape of pulses in time and frequency domain of the vibration signals will change 

[65, 66]. With the fault developed, the energy will be redistributed in the frequency 

domain, and the magnitude of the characteristic frequency components also will 

increase [67]. To show the relationship between the magnitude of the vibration signal 

and defect progress, some studies of run-to-failure on bearings have been done [68-70]. 

In these studies, the trend of vibration and some parameters, such as Root-Mean-Square 

(RMS) and kurtosis values are detected. The results of these studies show that the RMS 

of vibration signals exhibits an overall increasing trend to the end of life of the bearing. 

But the RMS value fluctuates at some stages. The fluctuation of the averaged RMS 

values of the amplitude of the defect bearing in the frequency spectrum with the growth 

of defect size in the surface of raceway [69] is shown in Figure 2-2. The fluctuation of 

RMS value is caused by a phenomenon known as ‘healing’. When the defect occurred 
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in the bearing, there are sharp edges of the defect area. After repeatedly hitting, the 

sharp edges are smoothed. This phenomenon suppresses the increase of the signal level 

because of the fault growth. However, as the fault grows deeply, the general vibration 

level increases again. Therefore, the RMS value cannot be used as a fault feature to 

detect the trend of the defect development reliably. This is because of the bearing might 

be at the stage of the defect size has grown while the RMS trend exhibits a low level. 

 

  

Figure 2-3. Three Evolution of the averaged amplitude of the defective frequency [69]. 

 

Williams et al. [71] exhibited run-to-failure tests of bearings by monitoring the 

trend of the kurtosis value both of vibration and acoustic signal. When the rolling 

elements pass over the line spall fault, it generates impulse components, and this results 

in high kurtosis values. The trend kurtosis value oscillates with time as the defect size 

grows. However, when the defect size raises beyond the spacing of the rollers, the 

distribution of the signal will like the same distribution to the normal condition with the 

kurtosis value decreases. The phenomenon of the kurtosis value reduction could also 

be explained due to the gradually worn sharp edges of the fault. 

Thus, although the kurtosis value can be a good fault feature for detecting impact 

component of the fault bearing, it cannot be utilized to detect non-impact type bearing 

faults as the kurtosis value fluctuates with the size of the defect. As another possibility 
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to study severity measures, to indirectly measure the defect size, the actual geometric 

arc length of a defect in the bearing can be determined from the vibration signal and 

used for predicting the remaining useful lifetime. This thesis aims to consider the 

characteristics of the vibration signal in defective bearings and propose a novel defect 

size estimation method to diagnose the bearing fault. The following section contains an 

overview of defect size estimation methods. 

2.4  Estimation of the defect size 

Studies of defect size estimation of defective bearing with a line spall defect illustrate 

that when roller passes over the defect area, two main vibration characteristics events: 

entry and exit events [4] are used to measure the defect size. Most fault size 

measurement methods proposed previously are based on measuring the time duration 

between these two events. The characteristic of the entry and exit events is introduced 

in this section.  

Sawalhi and Randall [72] illustrated the characteristics of the measured vibration 

signal in defective bearings by the experimental testing on rolling element bearings with 

line spall defects. The vibration response of a defective bearing when the roller enters 

the defect area is shown in Figure 2-4. When the roller enters the defect leaf end, the 

“destressing” process starts and then the amplitude decreases to the local minimum 

point C. After passing through point C, the amplitude begins to increase and reaches 

the first peak at point A. Then, the signal oscillates at a frequency until the beginning 

of a high-frequency response at point B. Sawalhi and Randall [5] supposed that the 

entry point was identified at point A which is the local maxima of the low-frequency 

zone between point C and B, while the exit point was identified at point B which is the 

largest high-frequency responses in magnitude in the multiple impact zone shown 

Figure 2-4 (b). The entry event is expressed with a low-frequency response vibration 
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signal when a rolling element rolls into the line spall defect zone [3, 73]. When the 

rolling element departs the defect end, the exit event is expressed as a wide range of 

frequencies, including the bearing resonance harmonic frequencies. The frequencies of 

bearing resonance are excited when the rolling element hits the exit point of a defect, 

in addition to the bearing stiffness changes rapidly, which caused by the rolling element 

re-stresses between the raceways when the rolling element totally leaves the defect zone 

[74]. Some studies [3, 75] illustrated that the exit event detected in experimental results 

often occurs with multiple impacts instead of one impact. Singh et al. [76] obtained the 

same conclusions by the simulation results of the defective bearings. Simulation results 

exhibit that multiple impulse components generate when the roller strikes the raceway 

successively as it is re-loaded after the exit point. If the defect size is small and the 

roller doesn’t travel on the defect surface, the impulse component of the vibration 

response caused when the center of a rolling element is the middle position of the defect 

size [4]. Zhao et al. [77] used the harmonic product spectrum to recover the fault 

impulse component. The defect size is estimated based on the double impact 

phenomenon as Figure 2-5 shown. However, the maximum error of the estimation result 

is 19.5%. This is caused as the first impact is not the entry point.  

In summary, the purpose of these studies is to measure the defect size of a defective 

bearing by identifying point A (local maxima of the low frequency zone) and point B 

(maximal amplitude of the high frequency event) and doubling the distance between 

points A and B. Moazen et al. [75] proposed a nonlinear dynamic model of a defective 

bearing to identify the entry and exit events detailly. The path of rolling elements in the 

defect zone is illustrated by the analysis results. The results show that the point C 

(shown in Figure 2-4 (b)) is the actual entry point and the exit point is among the high-

frequency impact zone. However, the previous research works estimate the defect size 

under constant speed conditions. This research proposes a new method to estimate the 

defect size under time-varying speed conditions.  
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Figure 2-4 Vibration signal of a defect bearing. (a) Diagram of a rolling element traveling 

into a line spall defect located on the outer raceway. (b) Typically measured vibration 

response of a line spall defect [73].  

 

 

（a） 

（b） 
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Figure 2-5 A illustration of defect size estimation. (a) Envelope signal of defective fault. (b) 

Illustration of the entry and exit events [77]. 

2.5 Influences of the rotating speed on the vibration signal 

Vibration analysis techniques which frequency based are effective only under the 

constant speed conditions. However, most of the machinery work at different kinds of 

condition. Such as start-up or coast-down, load changing. The characteristics of 

vibration signal under time-varying conditions are usually with time-varying frequency 

and amplitude. As a result, the fault characteristic frequencies of the defect bearing are 

generally time-varying. For such conditions, frequency smearing would happen 

unavoidably when the frequency spectrum analysis is used directly to vibration signal, 

and it will bring undesirable effect to detect the fault of bearings. It is inappropriate to 

apply most traditional fault diagnosis techniques because these techniques are based on 

an assumption that the signal is stationary or quasi-stationary, for which the speed is 

constant [78].  

（a） 

（b） 
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2.5.1 Spectral analysis under time-varying conditions 

The spectral analysis is a most widely used method to detect a fault of the rolling 

element bearing. The fault characteristic frequencies of a fault bearing can be detected 

from the spectrum [79]. When the machine is running at a constant speed, the fault 

characteristic frequencies of a fault bearing are constant. But, when the machine is 

running under time-varying speed conditions, the fault characteristic frequencies of a 

fault bearing also change with the rotating speed. As a result, the smearing phenomenon 

occurred in the spectrum. Furthermore, the fault characteristic frequencies can hardly 

be detected. Figure 2-6 illustrates the influence of rotating speed on the vibration 

spectrum. It can be seen obviously that the characteristic fault frequency varied with 

the rotating speed. At faster speeds, vibration amplitudes are higher, and time intervals 

of impulses are shorter. In contrast, low amplitude and longtime interval occur at slow 

speeds. The fault type or fault severity cannot be identified. For time-varying speed 

conditions, the corresponding characteristic fault orders of the bearing can be obtained 

by rewriting the equations (2.1-2.4) in the angular domain as follows: 

 1 cos
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n d
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 
= + 
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where  

OBPO - ball pass order of outer ring, 

OBPI - ball pass order of inner ring, 

OBS - ball pass order, 
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OFT - fundamental train order.  

  

 

Figure 2-6. Schematic representation of ideal vibration signals in constant (top) and 

variable speed (bottom) operation with bearing outer raceway fault 

2.5.2 Parameters of the vibration signal under time-varying 

conditions 

For the bearing fault detection, it is a simple way to diagnose the bearing by some fault 

parameters from the vibration signal. Some statistical parameters, such as the peek-to-

peek value, root-mean-square (RMS), skewness, kurtosis, and some other mean value-

based indices have been used to detect the bearing fault and predict the remaining useful 

lifetime of a bearing. However, these statistical parameters cannot be used as a fault 

feature to detect the trend of the defect development reliably under time-varying 

conditions. This is because of the vibration levels of a bearing will change with the 

rotating speed (the higher speed, vibration levels are higher. In contrast, lower levels 

occur at lower speeds). This indicates such statistical parameters can not be stable for a 

health condition as their values change with the rotating speed of machinery. Therefore, 

those parameters cannot be used as reliable fault features to detect the bearing fault and 

predict RUL of rotating machinery under time-varying speed conditions. 
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2.5.3 Transmission path under time-varying conditions 

The vibration signals are obtained by a vibration transducer, which is mounted on the 

machinery cover. The vibration signals are affected by the transfer function of the 

components from the position vibration source to the vibration sensor. If the transfer 

function is a linear system, the frequency response of the measured vibration signals 

can be express by the fault excitation ( )faultx t  and its vibration response ( )x t   as 

follows:  

 ( ) ( ) ( )faultX f H f H f=   (2.15) 

where ( )faultH f   and ( )X f   are the Fourier transforms of ( )faultx t   and ( )x t  , 

respectively. ( )H f  represents the frequency response function (FRF) of the entire 

transmission path including the effects from shafts, bearings and casing. From the 

equation (2.15), it can be found that the measured vibration signal is amplitude and 

phase modulated through the transmission path. Furthermore, the frequency response 

function of the transmission path is affected by the frequency. The effect of the 

modulation is constant when the bearing under constant speed and it can be ignored in 

the diagnostic procedure. However, for the time-vary speed conditions, the distortion 

in both of the amplitude and phase of vibration signals will occur as the effect of 

modulation. Thus, the effect of the transmission path should be taken into consideration. 

In summary, it can be known that the vibration signals of the bearings under time-

varying speed conditions are complicated and non-stationary. The vibration signals are 

not only frequency-modulated by the varying speed, but also amplitude-modulated and 

phase-modulated due to the transmission effect. Therefore, feature extraction and fault 

diagnosis are challenging work under time-varying conditions. 
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2.6 Order tracking 

Techniques have been proposed to process non-stationary vibration signals [80-84]. 

Order tracking (OT) is widely used among those techniques, which can eliminate the 

effect of speed fluctuation [85]. The main idea of OT is to transform the time-varying 

speed vibration signal in the time domain to the angular domain with constant angle 

interval sampling. Thus, the effect caused by the time-varying speed is removed by 

resampling the signal into the angular domain. By this way, the resampled signal is not 

dependent on the rotating speed. As a result, the order spectrum is defined by the 

spectrum with respect to the angular domain signal. 

 

 

Figure 2-7. Sampling signal under constant speed condition. (a) Speed file, (b) Sampling 

point in the time domain, (c) Sampling point at the angular domain, (d) Sampled signal. 

 

Figure 2-7 shows a signal sampled under constant speed condition. Figure 2-7 (a) 

is the speed information. The signal is obtained by the sensors with a constant sampling 

rate value. Thus, the time interval between each sample is equal. The Figure 2-7 (c) 

show the marks where on the shaft’s axis. It can be seen the sample spacing relates to 

the shaft’s angle. The sampled waveform is shown in Figure 2-7 (d). For the constant 

(a) 

(b) 

(c) 

(d) 
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speed condition, the constant time interval in the time domain leads to a constant 

angular interval in the angle domain. It’s no different of the sampling signal with the 

time domain or angle domain. The spectrum can be obtained by doing the Fourier 

transform to the sampled signal. 

Figure 2-8 shows a sampled signal under time-varying condition. As the sampling 

rate is constant, the sampling time interval is also constant. However, the angular 

position of each sample changes with the shaft frequency. The sampled waveform is 

shown in Figure 2-8 (d). As the speed increases, the spectrum of the signal will not hold 

in one spectral line in the frequency domain. As a result, the smearing problem is 

generated. Further, it will lead to smeared fault characteristic frequency and make the 

fault harder to detect. 

 

 

Figure 2-8. Sampling signal under time-varying speed condition with a constant time 

interval. (a) Speed file, (b) Sampling point in time domain, (c) Sampling point at the 

angular domain, (d) Sampling signal. 

(a) 

(b) 

(c) 

(d) 
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Figure 2-9. Sampling signal under time-varying speed condition with constant angle 

interval. (a) Speed file, (b) Sampling point in time domain, (c) Sampling point at the 

angular domain, (d) Sampling signal. 

 

Figure 2-9 shows the resampled signal in angle domain with a constant angular 

interval. For the resampling procedure, the speed information is obtained by a 

tachometer. Then the signal can be resampled from the time domain to the angle domain. 

Once the signal was resampled to the angle domain, the order spectrum is obtained by 

doing the FFT to the resampled signal. 

The main steps of the resampling process include [86-88]:  

(1) Synchronous acquisition of the vibration and key phasor signal (constant-time 

increment).  

(2) Obtaining the speed of the shaft from the keyphasor signal, and the total phase 

can be calculated. 

(3) Setting the resampling rate based on the maximum value of shaft speed, and 

then obtaining the even-angle increment and corresponding sampling time. 

(4) Interpolating the vibration signal according to the even-angle increment. 

 Provided that the shaft rotating angle of the roller passing over the defect area is 

obtained, the defect size can be estimated. Therefore, the defect width can be calculated 

(a) 

(b) 

(c) 

(d) 
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from the signal in the angle domain. 

2.7  Conclusions 

This chapter introduces the background of bearing diagnostics including different 

bearing failure modes, modeling of bearing vibration due to a localized spall defect, 

signal processing methods and damage severity estimation. The effects of speed 

variation on bearing fault diagnosis are illustrated. Thus, the scope of this research is to 

localize bearing defect analysis under time-varying speed conditions. To get a better 

understanding of the defective signature, a dynamic model is established in the next 

chapter. 
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Chapter 3 Dynamic vibration model of a defective 

bearing 

3.1 Introduction  

To estimate the defect size of a line spall defect, it is important to identify the entry and 

exit events accurately from the vibration signal. This chapter presents a dynamic 

vibration model of defective bearing to illustrate the relationship between the contact 

force variation and the entry and exit events. We can conduct the vibration response 

features of the entry and exit events by the simulation dynamic mode. The relationship 

between these features and the defect size is introduced with the bearing system 

dynamic model. An improved defect size estimation model of a defective bearing under 

the time-varying speed conditions is proposed. 

3.2 Bearing dynamic model  

As chapter 2 introduced, previous studies have suggested that once a roller passes over 

defect area on the raceways, the entry and exit events were identified based on the 

vibration response. The time duration between them is taken as a parameter to measure 

defect size based on the constant speed condition. In order to provide adequate evidence 

to identify the entry and exit points, a dynamic model of a defective bearing is 

established. By this way, it’s easier to understand the vibration response of a defective 

bearing. Firstly, a kinematic analysis is used as the foundation of the bearing dynamic 

model. Then, the Hertzian contact theory is applied to derive the nonlinear system 

equations, which are solved numerically. Finally, the simulation result is discussed, and 

the defective pattern is summarized. 
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A nonlinear dynamic model of a defective bearing is used (shown in Figure 3-1) to 

illustrate the vibration response of a defective rolling element bearing. The model 

includes the masses of the outer raceway attached to the support housing (Mo), inner 

raceways with the shaft (Mi), and rolling elements (m). The static load Fl applies on the 

shaft in the y-direction.  

   

Figure 3-1. Diagram of bearing dynamic model. 

3.2.1 Kinematics of the roller 

Assuming that there is no slippage between the shaft and the two inner raceways, the 

rotating speed of the cage is obtained by: 

 
cos

2 1c s

d
f

D


 

 
= − 

 
  (3.1) 

where ωc is the cage speed, D is pitch diameter of the bearing, d is the ball diameter and 

α is the contact angle. 

The relationships between the position of each component of a bearing are shown 

in Figure 3-2. ( ),in i iO x y    and ( ),out o oO x y   are the centers of the inner and outer 

raceways, ( ), ,,j x j y jP p p  is the center of the jth roller, Ri and Ro are the radii of the inner 

and outer raceway and r is the radii of the roller. The angular position of the jth roller 
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on outer raceway is given:  

 ( ), 0

2
1out j ct j

n


  = + − +   (3.2) 

where α0 is the initial value of the cage position and n is the number of rollers. 

The roller-raceway contact deformations are obtained as follows: 

 , ,in j i in jr R OP = + −    (3.3) 

 , ,out j o out j
r R OP = − +   (3.4) 

where  

 ( ) ( )
2 2

, , ,in j x j i y j iOP p x p y= − + −   (3.5) 

 

 ( ) ( )
2 2

, , ,out j x j o y j oOP p x p y= − + −   (3.6) 

The relationship between ,in j  and ,out j  is shown as follows: 
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Figure 3-2. Relative position of the components for the jth roller [89] 
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3.2.2 Contact deformation during roller passing the defect area 

The contact deformation changes sharply when the roller passes the defect area. For 

modeling defect area on the raceways, a shape function γ(α) is built. This function can 

be used to contain spall faults of any geometry [72, 74]. A rectangular shaped, sharp-

edged bearing defect on the outer raceway can be modeled as:  

 ( ) ,

,

  

        

,

0,   

entry out j exit

out j
otherwise

  
 


=

 



  (3.8) 

where entry  and exit  are the angular position of the entry and exit points, and λ is 

the depth of the defect.  

Thus, the contact deformation when the roller passes the defect area can be 

obtained by follows: 

 ( ), , ,in j i in j out jr R OP  = + − −   (3.9) 

 ( ), , ,out j i in j out jr R OP  = − + −   (3.10) 

3.2.3 Hertzian contact model 

When roller rolls on the raceways, Hertzian contact theory can be used to calculate the 

contact force between the roller and the raceways over a long period, as shown in the 

following:  

 zQ K =   (3.11) 

Where Q is the contact force, K is the contact stiffness, δ is the contact deformation, z 

is equal to 10/9 for the cylindrical roller bearings and 1.5 for ball bearings [90]. 

Because the Hertzian contact force only occurs when a rolling element and a 

raceway contact. The contact force is equal to zero when the contact deformation is 

equal or less than zero.  
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The contact forces between the j th roller and both raceways are given: 
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where inK  is the stiffness of the inner race, and outK  is the stiffness of the outer race. 

The total contact forces between the rollers and both raceways in the x-axis and y-

axis directions are calculated by follows: 
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3.2.4 Damping force 

The radial contact damping forces between j th roller and both raceways are given: 
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where bc  is the damping coefficient of the rollers is given as follows [91]: 

 
5 50.25 10 2.5 10lin b linK c K− −        (3.20) 
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where linK  is the linear stiffness of the bearing, here linK  is equal to 3.34×104 N/mm. 

The damping coefficients of the housing and shaft are given as 

 l s
s

fa K
c




=   (3.21) 

where fal is the loss factor based on the material, ꞷ is the resonance frequency, and Ks 

is the support shaft stiffness. For the simulation analysis, the parameters are given as 

fal=0.01, ꞷ=30, 
43.7 10 /sK N mm=  . 

The total contact damping forces between the rollers and both raceways in the x-

axis and y-axis directions are calculated by follows: 
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3.2.5 Vibration equations of motion 

So far, the vibration equations for the inner and outer raceways in the x-axis and y-axis 

directions are obtained based on previous work:  

 , , , 0i in s in s in in x d in xM x c x K x Q F + + + + =   (3.26) 

 , , ,i in s in s in in y d in y iM y c y K y Q F M g + + + + = −   (3.27) 

 , , , 0o out d out x out xM x F Q + − =   (3.28) 

 , , ,o out d out y out y o lM y F Q M g F + − = − −   (3.29) 

The parameters of each component of the bearing are given in Table 3-1. The 
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vibration equations of motion are solved by the fourth-order Runge-Kutta algorithm 

and commercial software Matlab.   

 

Table 3-1. Geometrical parameters of the test bearing 

Parameter Value 

Number of rolling elements Nb 17 

Contact angle α 14°02'10 

Ball diameter d 8.2 mm 

Pitch diameter Dp 45.6 mm 

Outer race inner radius R 27.05 mm 

Radius of the inner and outer raceway Ri  15 mm 

Radius of the outer raceway Ro 31 mm 

cb 0.8 Ns/mm 

Kin, Kout  8.98×105 N/mm   

Mo, Mi 0.513,10.25 Kg 

 

3.2.6 Analysis result 

3.2.6.1 Bearing defective response 

The purpose of establishing the dynamic model is to illustrate the contact procedure 

starting from when the roller enters the defect at the entry point to when it restresses 

back to its normal load carrying capability at the exit point. The experimental and 

simulated vibration responses are shown in Figure 3-3. The rotating speed is 600 rpm, 

and the defect size is 2.5 mm. In the experiment, the accelerometer was mounted on the 

outer race. 
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By comparing the two plots in Figure 3-3, the dynamic model is able to describe 

some key features in the experimental results. As the simulated result is agreeable with 

the experimental data, the effectiveness of the dynamic model is validated. Then these 

key features can be used to measure the defect size in the outer race. 

 

 

Figure 3-3. Experimental and simulated vibration response. 

3.2.6.2 Different defect sizes with large depth size 

For this simulation analysis, two different defect sizes (2 and 12 mm) are used to 

analyze the contact force variation. In order to illustrate easily, the defect size is 

expressed by the angular domain as the Figure 3-5. The shape of the defect is square 

with depth 100 um. A static load force of 100 N is applied on the bearing housing in the 

vertical radial direction as Figure 3-4 shown. The load distribution zone is from 900 to 

2700. The center of the defect size is chosen at the maximum load force of the load zone. 

 

Entry 

Entry 

 Exit 

 

Exit 
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Figure 3-4. Load direction and distribution on the bearing. 

Figure 3-6 shows the contact force and deformation of the roller with different size 

under the static load of 100 N. For the bearing without defect, the contact force and 

deformation of the roller changes with the acting load force value. The maximum value 

of the contact force and deformation occurs at the maximum value of the load zone in 

the vertical radial direction. The values of the contact force and contact deformation are 

zeros when the roller enters the defect area. This is because that in the large depth case, 

the deformations of the roller and raceways are zeros as the roller loses its load carrying 

capability, so there is no contact force between the roller and raceways. When the roller 

loses its load carrying on the defect area, the load is redistributed by increased loading 

on the rollers outside the defect area. When the roller leaves the defect area, high 

amplitude of the contact force and deformation is generated as the roller restresses back 

to its normal load carrying capability.  

Thus, the entry point can be identified by observing the relationship between the 

contact force and deformation. It reveals that when roller enters the defect area, the 

contact force and deformation amplitude decrease as the de-stressing of the roller in the 

defect area. At this stage, the center of the roller passed through the entry point of the 

defect. The contact deformation and the contact forces applying on the roller become 

zero. As the result, the energy will lose.  
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The exit point also can be identified by the same observation of the contact force 

and deformation variation. When a roller traveled to the end edge of the defect, the 

contact force increases as a result of the roller may alternately hit inner and outer 

raceways and then it decreased. Finally, the roller re-stresses back to its normal load 

carrying capacity [92]. As the Figure 2-4 shown, multiple impacts were generated when 

the roller hit the exit of the defect in previous studies and this position was called exit 

point [75, 76]. However, the center of the roller is not at the end edge of the defect. 

Based on the observation of the bearing dynamic model, the exit event includes two 

components: the first is the high-frequency impulse response component which is 

produced when the roller hit the end edge of the defect. The second is the low-frequency 

response component which is generated when the roller restresses back. Therefore, the 

exit point can not be identified by detecting the maximum local amplitude of the high-

frequency response.  

 

 

Figure 3-5. Defect information of different sizes with large depth. 
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Figure 3-6. Simulation result of different defect sizes with large depth value. (a) Contact 

deformation (b) Contact force.  

3.2.6.3 Different defect sizes with small depth 

For this simulation analysis case, two different defect sizes (3 and 12 mm) are used. In 

order to illustrate easily, the defect size is transformed to the angular domain as Figure 

3-7 shown. The shape of the defect is square with depth 9 um. The center of the defect 

size is chosen at the maximum load force of the load zone. The load force is 100 N in 

the vertical radial direction. 

Figure 3-8 shows the contact force and deformation of the roller with different sizes 

under the static load of 100 N. The values of the contact force and contact deformation 

are not zeros when the roller enters the defect area. This is because of in the small depth 

case, the roller will travel on the defect surface. The contact force and deformation of 

the roller will decrease firstly as the de-stressing effect. After that, the contact force and 

deformation will increase with the load increase. At the same time, the roller still holds 

part of the load, and the load is also redistributed by increased loading on the rollers 

outside the defect area. The peak value of the contact force and deformation occurs at 

the vertical radial direction. The contact force and deformation will decrease with the 

load decreasing. When the roller leaves the defect area, high amplitude of the contact 

(a) (b) 
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force and deformation is also generated as the roller is reloaded. 

 

 

 Figure 3-7. Defect information of different width sizes with the small depth value. 

Figure 3-8. Simulation result of different defect sizes with the small depth. (a) Contact 

deformation, (b) Contact force. 

In summary, energy is lost when roller enters the starting edge of a defect, and high 

energy is generated when the roller hits the ending edge of the defect. Once the roller 

leaves the end edge of the defect, the low energy will be generated as the roller re-

stresses back to normal load carrying capacity. Thus, the entry and exit points can be 

identified by the energy distribution of the vibration response signal. This will be 

introduced in Chapter 5.  

  

(a) (b) 
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3.2.6.4 Load effect 

Three different load forces (100, 600, 1200 N) are applied to the bearing housing in the 

vertical radial direction as Figure 3-4 shown. The defect size is 2 mm, and the depth is 

100 um.  

Figure 3-9 (a) and (b) show the contact deformation and force variation of the 

estimated number roller under different applied loads. As a result, with the applied load 

increase, the corresponding displacement of the roller relative also increases. 

 

    

Figure 3-9. Simulation result of the dynamic model with different loads. (a) Contact 

deformation of the roller, (b) Contact force of the roller. 

3.3  Estimation model of the defect size 

Once the entry and exit points are identified, the time duration between the entry and 

exit points can be measured and the defect size can be estimated. The time duration of 

the roller passing over the defect is defined as Figure 3-10 shown. The next assignment 

is to estimate the defect size with the time duration obtained from the vibration signal. 

The details of defect size estimation will be introduced in this section.  

(b) (a) 
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Figure 3-10. Events of a roller passes the defect area. 

3.3.1 Estimation model of small defect size 

For the small defect size condition, the roller doesn’t travel the surface of the defect. 

The defect size can be estimated by the model as shown in Figure 3-11. The center of 

the raceways is O, P1 is the center of the roller where at the entry point P3 and P2 is the 

center of the roller where at the exit point P4. 

 

 

Figure 3-11. Estimation model 

Assuming the shaft speed is constant, and no slipping between the roller and cage. 

Entry point Hit point Exit point 

Time duration Td 
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The velocity of the roller cage is given: 

 ( )c c iV r R= +   (3.30) 

where r is the radius of the roller, Ri is the radius of the inner race, wc is the angular 

velocity of the cage and it can be calculated by equation 2.4 in Chapter 2. So, the 

equation can be updated: 

 ( )1 cosc r i

d
V f r R

D
 

 
=   −  + 

 
  (3.31) 

where fr is the shaft speed in Hertz, d is the diameter of the roller, D is the pitch diameter, 

and α is the contact angle. The time duration from P1 to P2 is Td. Then, the defect size 

L can be estimated by following: 

 
2

i
c d

i

R d
L V T

R d

+
=  

+
  (3.32) 

From the above equation, it can be found that the estimation of the defect size is 

affected by the shaft speed. For the time-vary speed condition, it is not suitable. 

Therefore, the estimation model needs to be developed for estimating the defect size 

under time-varying conditions.  

 

 

Figure 3-12. Model of roller passing over a small defect. 
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L 
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As Figure 3-12 shown, the center of the raceways is O, P1 is the center of the roller 

where at the entry point P3 and P2 is the center of the roller where at the exit point P4. 

C is the center of the defect width. It is obviously seen that the OC and P3P4 are 

perpendicular to each other. Thus, the defect size can be estimated as follows: 

 ( )2 sin 2cageL R =     (3.33) 

where R  is the outer race’s inner radius, L is the fault width, cage  is the angular 

distance of the cage element between the entry and exit points. The cage   can be 

obtained by the following equation: 

 cage

cage shaft

shaft

f

f
 =    (3.34) 

where shaft  is the angular distances of the shaft, when the roller passes over the defect 

area. cagef  and shaftf  are the cage and shaft speeds, respectively. The relation between 

cagef  and shaftf  is the following: 

 1 co ) 
2

  s(
shaft

cage

p

f d
f

D


 
=  −   

 
  (3.35) 

where d is the roller diameter, α is the contact angle and pD  is the pitch diameter. The 

equation 3.35 can be rewritten as: 

 2 sin 1 cos( ) 4shaft

p

d
L R

D
 
  

=   −     
  

  (3.36) 

Once the angular distance is obtained, the fault size can be estimated. Therefore, 

the signal needs to be resampled from the time domain to the angle domain. 
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3.3.2  Estimation model of the large defect size 

For the large defect size condition, the roller travels on the surface of the defect. The 

defect size can be estimated by the model as shown in Figure 3-13. P’1 is the center of 

the roller where at the entry point, P’2 is the center of a roller at the location of the roller 

starting to travel over the defect area. P’3 is the center of the roller where at the hitting 

point. P’4 is the center of the roller where at the exit point. The defect size is divided 

into three parts: L1, L2, and L3. The θ1, θt and θ2 are the corresponding angular travel. 

 

 

Figure 3-13. Model of roller passing over a small defect. 

 

L1 phase: At this phase, the angular duration between the P’1 and P’2 only is 

decided by the geometry parameters of a bearing and the maximum local contact 

deformation between the roller where at the entry point and inner and outer raceways. 

When the roller enters the defect at P’2, the contact deformation of the bearing is related 

to the distance of the roller become empty load [74, 75, 93]. The angular travel θ1 can 

be obtained by the following equation [94]: 

 
( )

2

max max
1 2

2r

r R

 


−
=

+
  (3.37) 

where R is the radius of the outer race, r is the radius of the roller and δmax is the 

maximum contact deformation of the roller. The δmax can be estimated as the following 

  

P’2 P’3 

P’4 
P’1 

L1 L2 L3 
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equation based on the equation 3.11-3.12. 

 

9

10
max

max

n

Q

K


 
=  
 

  (3.38) 

where Qmax is the maximum radial load force acting on the roller, and Kn is the                           

the stiffness of inner or outer race. 

Thus, the distance L1 can be measured as follows: 

 ( )1 1sinL R=    (3.39) 

L2 phase: At this phase, the roller travels on the surface of the defect. The angular 

duration θt of the center of a roller is measured from the point P’2 to the first time hitting 

the exit point (point P’3). Thus, the distance L2 can be calculated with the angular 

duration: 

 ( )2 2 sin 2tL R =     (3.40) 

L3 phase: At this phase, the angular duration of the center of a roller also only is 

decided by the geometry parameters of a bearing and the maximum local contact 

deformation between the roller where at the entry point and inner and outer raceways. 

Thus, the distance L3 is equal to L1. The total defect size is: L =L1+ L2+ L3. 

3.4 Conclusions 

This chapter establishes a nonlinear dynamic model of a defective bearing, a localized 

defect on the outer raceway, to describe the vibration response of the system. This 

model can clearly illustrate the changes of contact deformation and force of the 

defective bearing pattern. The entry and exit events can be identified by these key 

features. Then, two defect size estimation models from the small to the large size are 

proposed to measure the defect size of a rolling element bearing under time-varying 
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speed conditions. The small model is validated in Chapter 5 with the experimental 

results. 
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Chapter 4  Bearing fault component extraction 

4.1  Introduction 

 The fault signal contains complicate information due to the characteristics of the 

rotating machinery [95]. How to extract the fault feature is the key point to identify the 

failure type of rolling bearing. To extract the good features, the signal processing 

techniques are widely used [96]. By this way, the rolling bearing fault can be diagnosed 

effectively. Kinds of signal processing techniques can be used to extract the fault 

information, such as the fast Fourier transform (FFT) for the periodic and stationary 

signal, wavelet transform (WT), the empirical mode decomposition (EMD) and local 

mean decomposition (LMD) for the nonlinear and non-stationary signal. The FFT is not 

suitable for the non-stationary signal. The WT needs to select the mother wavelet and 

decomposition levels. If these parameters are selected inappropriate, the wrong result 

will be obtained. The EMD and LMD have similar characteristics, and both of them are 

adaptive signal processing methods. In contrast to EMD, the LMD method uses the 

moving average to get the amplitude envelope instead of cubic spline interpolation. The 

overshooting and undershooting effect caused by cubic interpolation can be eliminated. 

The signal of a fault bearing based on time-varying speed conditions consists of an 

impulse fault component, determined component and random noise component. To 

extract the fault component, a new fault diagnosis method of rolling element bearing is 

proposed in this chapter. 
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4.2 Cepstrum 

The cepstrum is the inverse Fourier transform of the log spectrum [24, 25]. The main 

purpose of using the cepstrum pre-whitening (CPW) technique is to separate the 

determined component from the vibration signal [17, 23]. Once the constant component 

signal has been removed, the entry and exit events are enhanced. For a given vibration 

signal ( )x t , the cepstrum is defined as follows: 

 ( ) ( )( ) ( ) 1 lnC q F A f j f−= +   (4.1) 

where q is the quefrency, and ( )X f  is the Fourier transform of ( )x t : 

   j ( )
( ) ( ) ( )

f
X f F x t A f e


= =   (4.2) 

The real cepstrum can be obtained by taking the real part in equation (4.1). 

Cepstrum analysis can concentrate the harmonic components into a series of peaks. 

These peaks in the quefrency domain indicate the periodic harmonic components in the 

spectrum. It is a simple way to separate to deterministic components from the vibration 

signal by editing the amplitude of the real cepstrum. The cepstrum editing procedure is 

shown in Figure 4-1. There are two ways to edit the real cepstrum signal. The first one 

is setting a zero value for the whole real cepstrum (except possibly at zero quefrency), 

so that the discrete harmonics and resonances are eliminated in the frequency domain. 

The pre-whitened signal can be obtained by recombining the edited cepstrum signal 

with the phase information of the original signal and inverse transforming to the time 

domain. The other one is eliminating the deterministic excitations by removing the 

peaks with filtering operations, which is a cepstrum editing procedure. The edited 

cepstrum signal is then transformed to the frequency domain. The edited real cepstrum 

signal can be obtained by recombining the edited cepstrum signal with the phase 

information of the original signal and inverse transforming to the time domain.  
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Figure 4-1. A flowchart of the cepstrum editing procedure. 

By using the CPW technique, the entry and exit events of rolling elements passing 

the defect area were enhanced. However, it is still hard to determine the obvious entry 

and exit points in the time domain due to the effect of random noise and speed variation. 

In the next section, the LMD method is used to solve this problem.  

4.3 Fault component extraction by LMD 

4.3.1 Introduction of LMD. 

A series of product functions (PFs) can be obtained by the LMD processing method, 

each of PFs represents a mono-component of the original signal which contains multi-

components. The LMD method has been widely used to extract fault features for 

diagnosing rolling element bearing faults [37, 39, 97]. It can also be used to extract the 

fault component by selecting an appropriate PF which contains the fault component 

signal. 

 For a given signal ( )u t  , the LMD decomposition procedure is shown as 

following steps [36]: 

Step.1. Extract the extrema values ( )1, ,iz i M=  of the original signal ( )u t . 

Step.2. Obtaining the local mean value mi and the amplitude envelope estimate ai via 

the two successive extrema. 
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1 , 1, 2, , 1

2

i i

i

z z
m i M+

+
= = −  (4.3) 

 
1

, 1, 2, , 1
2

i i

i

z z
a i M

+
+

= = −   (4.4) 

These local means are linked by straight lines with extending between successive 

extrema. The continuous local mean function ( )11m t   is formed through moving 

averaging. The local magnitude envelope function ( )11
a t  can be obtained by the same 

smoothing procedure as the local means. 

Step.3. The continuous local mean function is subtracted from the original signal ( )u t :            

 ( ) ( ) ( )11 11
h t u t m t= −   (4.5) 

The demodulated amplitude ( )11s t  is obtained with the envelope function ( )11a t :         

 ( )
( )

( )
11

11

11

h t
s t

a t
=   (4.6) 

Ideally, if ( )11s t  was a pure frequency modulated signal, its envelope function ( )12a t  

should satisfy the condition: ( )12 1a t =  . If ( )12 1a t   , ( )11s t   is taken as the new 

signal, and the procedures are repeated steps 1-3. The process will stop until ( )1ns t  is 

the pure frequency modulated signal. The iteration can be shown as follows: 

 

( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( )

11 11

12 11 12

1 1( 1) 1n n n

h t x t m t

h t s t m t

h t s t m t−

= −


= −


 = −

  (4.7) 

where the ( )1ns t  is: 

 

( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( )

11 11 11

12 12 12

1 1 1

/

/

/n n n

s t h t a t

s t h t a t

s t h t a t

=


=


 =

  (4.8) 
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Step.4. The envelop signal can be obtained as: 

 ( ) ( ) ( ) ( ) ( ) ( )1 11 12 1 1 1

1

, lim 1
n

n p n
n

p

a t a t a t a t a t a t
→

=

= = =   (4.9) 

Thus, the envelope function ( )1a t  is expressed as the instantaneous amplitude. The 

instantaneous phase is:        

 ( ) ( )( )11
 cos

n
t arc s t =   (4.10)  

The instantaneous frequency can be defined as:     

 ( )
( )1

1

1

2

d t
f t

dt




=   (4.11) 

Step.5. The first ( )1PF t  can be obtained from the product envelope function ( )1a t  

and frequency modulated signal ( )1ns t :   

 ( ) ( ) ( )1 1 1n
PF t a t s t=   (4.12) 

Step.6. New data ( )u t  can be obtained by subtracting ( )1PF t  from the original data. 

Then, steps 1-5 are repeated k   times until ( )ku t   is a constant or doesn’t contain 

oscillations. Finally, the original signal can be reconstructed:    

 ( ) ( ) ( )
1

k

p k

p

x t PF t u t
=

= +   (4.13) 

As previously introduced, the end effect problem existed on the LMD. Researchers 

have proposed some improvement methods to eliminate it. 

Huang et al. [98] proposed the mirror periodic method to extend the two ends data 

for handling the end effect. The data was only extended by using the extreme values 

which close to the ends, the characteristics of data were not considered. Considering 

the tendency of the data, Gai et al. [99] proposed a wave matched processing method. 

However, a choppy signal was generated near the ends. By using the neural network, 

Yong-jun et al. [100] extended the data by the adaptive prediction method. But 
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parameter selection and long computation time should be considered on the applications. 

An adaptive extending method based on the spectral coherence was proposed to 

eliminate the end effect on the LMD [97]. However, it just separated the signal into a 

number of segments, some information of the signal missed when the segment was very 

large. Wang et al. [101] used the mean local extrema on the ends to process the boundary 

effect of LMD. But the matched signal cannot reveal the similarity of the original signal. 

Although these improvement methods could eliminate the end effect, the limitations 

also cannot be overcome due to the non-stationary and nonlinear characteristic of the 

rolling element bearing. Aiming at improving the performance of the LMD, a novel 

waveform extension method based on the dynamic time warping (DTW) is proposed in 

this section.  

DTW is a well-known pattern recognition method and has been successfully applied 

in many fields as its simplicity and effectivity [102]. For example, the spoken words 

recognition, fingerprint and signature verification and fault diagnosis [103]. The DTW 

method can find an optimal warp path to calculate the distance between two-time series 

with different length, the smaller value of distance, more similar time series are. By 

stretching or shrinking the optimal warp path, time series will be transformed in one-

to-one correspondence dimension [104]. DTW can be applied to on the time series with 

a different phase. As the vibration signal is nonlinear and non-stationary, the DTW 

method can be used to extend the data dynamically by searching the waves that matched 

with the ends data from the original signal. By this way, the end effect of the LMD can 

be eliminated. The improved LMD based on the DTW method is proposed.   

4.3.2 DTW-LMD method 

To obtain a good signal waveform extension, it is necessary to find the desired signal 

waveform that has the same feature with one end of the signal. The DTW can find an 
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optimal warping path to measure the distance between two waveforms is similar but 

with a different phase. By this way, the similarity between the two waveforms can be 

determined. 

Given two data on the time domain, a sequence X of length S, and the other sequence 

Y of length N, the procedure of the DTW can be shown as follows: 

 1 2, , ,i SX x x x x=   (4.14) 

 1 2, , ,j NY y y y y=   (4.15) 

 A matrix D  with S N  dimensions is constructed and every element of D  is 

the corresponding distances of the alignment between each point. Then, the warp path 

W is constructed. It can be expressed as: 

 1 2, , ,k PW w w w w=   (4.16) 

where P is the length of the warp path W , and ( , )kw i j= , =1,2,3,i S , =1,2,3,j N , 

( )   =1,2,3, . ,k P Max S N P S N  + . 

For the warp path matrix, it must satisfy a few of constraints when it is constructed 

[105]: 

1) The beginning of the warp path should be the first point of each two sequences, 

that is ( )1 1,1w = . 

2) The end of the warp path should be the last point of each two sequences, that is 

( , )Pw S N= . 

3) The adjacent point ( , )kw i j=    and 1 ( ', ')kw i j+ =   should be constrained by

' ( , 1)i i i + , ' ( , 1)j j j + .  

The best warping path can be obtained by the dynamic programming as follows: 
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 ( , ) ( , ) min{ ( 1, 1), ( 1, ), ( , 1)}D i j d i j D i j D i j D i j= + − − − −   (4.17) 

where the ( , )d i j  is the distance of the current cell. ( , )D i j  is the cumulative distance 

of ( , )d i j  and the minimum cumulative distances from the three adjacent cells. The 

warp path is shown as Figure 4-2. 

 

 

Figure 4-2. A cost matrix with the minimum-distance warp path. 

 

Figure 4-3 shows a simulation result of the DTW processing. Two sequences with 

different phase are used in Figure 4-3 (a). It is obviously found that the distance value 

of the DTW is smaller than the Euclidean distance (ED) value. Unlike the ED, the DTW 

method considers the phase condition and finds the least distance between two series. 

Therefore, the DTW is a suitable method for identifying the similarity between two 

sequences.  
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Figure 4-3. Result of DTW processing. (a) the original signals of the two sequences. (b) Warped 

signal of two sequences. 

 

Thus, a novel method is proposed, called DTW-LMD which eliminates the end 

effect of the LMD by a new extending method with the DTW. Given a signal x, N is the 

length of x. The method can be processed as the following steps: 

1. Find the extremal points of the data. 

2. Construct a data based on the left end-point, first maximum and first minimum. 

The data length is M. Then, separate the signal into K segments based on the extremal 

points, except the first and last of them. Each segment contains one maximum and one 

minimum value.  

3. Find the minimum distance between the constructed data and the segment signal 

by the DTW. Then the matched signal and optimal warp path can be obtained. Use the 

previous segment of the matched signal for extending left side signal. The extension 

data is extended on the left side with the optimal warp path. 

(a) 

(b) 
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4. Extend the right-side data. Find the matched signal by the same way of the left 

side. Use the next segment of the matched signal for extending the right-side signal. 

5. Process the extended data by LMD. 

6. Obtain the original data length from the DTW-LMD decomposition result. 

Simulation analysis is used to validate the DTW- LMD. The simulation signal is 

shown in Figure 4-4. It contains two components. 

 

 

Figure 4-4. A simulation signal. 

 

Figure 4-5 shows the decomposition result of the original LMD method. It can be 

seen obviously the end effect occurs at the end of the decomposition signal. To solve 

this problem, the data is extended by the DTW. The extended signal is shown in Figure 

4-6. The proposed extension method can keep the inherent characteristic and trend of 

the original signal. 

The decomposition result of the improved LMD method is shown in Figure 4-7. It 

can be seen that end effects are eliminated at both ends of the decomposition 

components. 
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Figure 4-5. Decomposition result of the original signal by LMD. 

 
Figure 4-6. Extension signal with DTW. 

 

 

Figure 4-7. Decomposition result of improved LMD method. 

 

 

 

End effect  
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Combining the edited cepstrum and improved LMD, a new fault diagnosis method 

namely EC-LMD is proposed. An experiment is used to illustrate the validity of the 

proposed method in the next section.  

4.4 Experiment setup 

A laboratory experiment was conducted with a defect on the outer race to validate the 

proposed method. The experimental setup is shown in Figure 4-8. The test system 

consists of a 3-phase AC motor, a shaft supported by two bearings (one is normal, and 

another is faulty), and an AC controller. The vibration signal is collected by an 

acceleration sensor that is mounted on the housing of the faulty bearing. The speed 

signal is collected by a tachometer mounted on the end of the shaft. All the data are 

obtained by an acquisition card (National Instrument) with a sampling frequency of 

12000 Hz. The defect size in outer race of the bearing is 1.5 mm (as Figure 4-9 shown). 

It is made by electric discharge machining. The fault characteristic orders of the rolling 

element bearing are listed in Table 4-1.   

 

Figure 4-8. Test rig of the rolling bearing with outer race fault. 
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AC controller 

NI board 
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Figure 4-9. A line Defect in the outer race. 

 

Table 4-1. Fault characteristic order. 

Fault type Order 

Outer race fault (OF) 7.0155 

Inner race fault (IF) 10.0373 

Rolling element fault (RF) 5.1893 

Cage fault (CF) 0.4096 

 

The key-phasor signal is shown in Figure 4-10 (a). The speed signal is obtained 

based on the impulses of the key-phasor signal. Figure 4-11 shows the original vibration 

signal and its order spectrum. The fault characteristic order is not found in the order 

spectrum. This is caused by the impact signal is smeared in the determined component 

or resonance component.  

4.4.1 Fault diagnosis 

a) Envelop spectrum by Low pass filter (LPF) 

The fault characteristic order can be detected effectively by the envelope analysis. First, 

the original signal is resampled with the speed signal. Then the resampled signal is 

filtered by a low-pass filter. The envelope spectrum is shown in Figure 4-12. The fault 

1.5mm 
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characteristic order and its harmonics are found from the envelope spectrum. However, 

other peaks also exist. This indicates that the order spectrum contains some other 

components (deterministic components).  

 

Figure 4-10. Speed signal. (a) Key-phasor signal. (b) Speed signal. 

 

 

Figure 4-11. Original signal and its order spectrum. (a) Original signal. (b) Order spectrum of 

the resampled signal. 

 

b) Envelope spectrum by fast kurtogram 

The kurtogram is also a popular technique on fault detection of rolling element bearing, 

which can select the optimal parameters of the band-pass filter. The center frequency 

and band width are selected based on the kurtosis spectrum. Figure 4-13 shows the 

result of envelope analysis by kurtogram. The kurtosis spectrum is shown in Figure 4-

(a) (b) 

(a) (b) 
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13 (a). The optimal bandwidth and center frequency are selected based on the maximum 

kurtosis value. The envelope spectrum is obtained by the optimal band-pass filter as 

Figure 4-13 (b) shown. The characteristic order is found in the order spectrum. At the 

same time, the determining component is also found, and the fault diagnosis result may 

be affected by these peak values. The envelope spectrum result is better than the LPF 

method.  

 

 

Figure 4-12. Envelope analysis by low-pass filter. 

 

c) Proposed method 

The whole procedure of the proposed method is shown in Figure 4-14. Firstly, the edited 

cepstrum technique is used to remove the determined component of the signal, and the 

pre-processed signal is resampled with a constant angle interval by a tachometer signal 

to eliminate the effect of speed variation. Then, the impact component of the fault 

bearing is extracted from the vibration signal by the LMD method. Lastly, the order 

spectrum is obtained by the envelope analysis. 

 

1×OF 
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Figure 4-13. Envelope analysis by fast kurtogram. (a) Spectrum of Kurtosis. (b) Envelope 

spectrum of the filtered signal by SK. 

 

 

Figure 4-14. Flowchart of the fault diagnosis approach. 

 

The resampled signal after the edited cepstrum processing is shown in Figure 4-15. 

The amplitude of the vibration signal decreased by removing the determining 

(a) 

(b) 
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component. During the resampling procedure, the signal is firstly upsampled by a factor 

10 to avoid aliasing. The vibration signal is resampled by recombining with the speed 

signal, which was obtained from key-phasor data.  

 

 

Figure 4-15. Pre-whitening signal by edited cepstrum. 

 

The LMD decomposition result of the resampled signal is shown in Figure 4-16. 

Several PFs are obtained with the improved LMD process. The first PF is selected for 

further analysis because it has the biggest correlation coefficient value and keeps the 

most information of the original signal. The envelope spectrum of PF1 is shown in 

Figure 4-17. The fault characteristic order and its harmonics are obviously found. There 

are no other components in the order spectrum. The outer race fault is detected easily 

and correctly.      

4.4.2  Fault size estimation 

To enhance the entry and exit events, the edited cepstrum technique is used to remove 

the determined component of the signal. The pre-processed signal is resampled by a 

constant angle interval sampling with a tachometer signal to eliminate the effect of 

speed variation. The impact component of the fault bearing is obtained with the LMD 
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method. By utilizing the LMD method, the response of entry event and the impulse 

response of exit event were enhanced when rolling elements passed over the defect area 

on the outer race. 

 

Figure 4-16. Decomposition result of the pre-whitening signal by improved LMD. 

 

 

 

Figure 4-17. Envelope spectrum of PF1. 
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The pre-whitening signal is shown in Figure 4-18. The entry and exit events can 

not be found. To enhance the entry and exit events, LMD method is used. The result is 

shown in Figure 4-19. As previous illustrated, when the roller entered the defect area, 

the deformation and contact force decreased as the destress effect. The entry point was 

identified by the starting point of the local maximum value zone. When the roller 

departed from the defect area at the exit point, it restressed back to its normal load 

carrying capacity. As a result, the exit point was identified at the end of the vibration 

level decreasing sharply.  

 

 

Figure 4-18. Vibration signal after pre-whitening. 

 

The angle duration when the roller passes the defect area is measured with 0.1357 

rad in Figure 4-19. The estimated value of the defect size is 1.5035 mm. To check the 

error and deviation values of the estimation result, 10 portions of the extracted signal 

which contain an impact component are selected. The estimation result is shown in 

Table 4-2. 
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Figure 4-19 Vibration signal by the proposed method. 

 

Table 4-2. Estimation results of the defect size on the outer race. 

Number Values (mm) 

1 1.5035 

2 1.4404 

3 1.4071 

4 1.3939 

5 1.2864 

6 1.3972 

7 1.775 

8 1.39 

9 1.4437 

10 1.4548 

 

 

 

Entry point Exit point 

:0.1357 
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The mean and deviation values are obtained based on Table 4-2, and their values 

are 1.4492 and 0.1277, respectively. This measurement is manual to identify the entry 

and exit points. However, it is still hard to identify the entry and exit points on the 

angular domain. In addition, this estimation model did not consider the speed slipped 

between the roller and raceways. These factors may lead to estimation errors. 

4.5 Conclusions 

A new method, named EC-LMD, was proposed to extract the fault component from the 

vibration signal in this chapter. The edited cepstrum is used to removing the determining 

component. To solve the end effect, an improved LMD is developed by the DTW 

method. The DTW found an optimal wrapped path to extend the signal. Simulation 

result shows that the improved method can eliminate the end effect effectively. Then 

the impact component was extracted with the improved LMD method. An experiment, 

an outer race fault in a bearing, is used to validate the proposed method. Compared with 

the fast kurtogram, the proposed method obtained a better result of detecting the bearing 

fault.  

At the same time, the entry and exit events were enhanced by the proposed method. 

Once the entry and exit point were identified, the angle duration was measured on the 

angular domain signal. Thus, the defect size was estimated with the angle duration 

based on the estimation model. The result showed that the estimation defect size by 

using the proposed method is 1.4492 mm. The estimation accuracy is still low as it is 

hard to identify the entry and exit points. To identify the entry and exit points more 

exactly, a time-frequency analysis will be introduced in the next chapter.  
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Chapter 5  Time-frequency analysis for fault size 

estimation 

5.1  Introduction 

As previous section introduced, the key point of the defect size estimation is to identify 

the entry and exit events correctly. However, it is a little difficult to identify the entry 

and exit points exactly on the time domain signal.  

Energy will lose when a roller enters the leading edge of a defect, and high energy 

is generated when a roller hits the ending edge of the defect. Therefore, the position of 

the entry and exit points can be identified by the time-frequency analysis, which can 

represent the energy distribution of the vibration signal. As the characteristic of high 

time-frequency resolution, the continuous wavelet transform is used to obtain the exact 

position of the entry and exit points [106]. The Morlet wavelet has been widely used to 

diagnose the rolling bearing fault as its shape is similar to the impulse component of 

the rolling element bearing signal [107]. To obtain the optimal wavelet, it is very 

important to select appropriate parameters of Morlet wavelet (bandwidth and center 

frequency). Researchers have proposed many methods to optimize the bandwidth and 

center frequency [108-110]. Once the optimized bandwidth and center frequency 

obtained, the denoised signal will be processed by continuous wavelet transform based 

on Morlet wavelet. 

5.2  Morlet wavelet 

It is very important to select a proper mother wavelet function for wavelet analysis. The 

Morlet wavelet is selected as the mother wavelet to analyze the signal because of the 
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shape of the wavelet is similar to the impulse component. The function of the Morlet 

wavelet is defined as: 

 ( )

2

21
b c

x

f j f x

b

x e e
f




−

=   (5.1) 

Its Fourier transform is:  

 ( ) ( )
22

b cf f f
f e

− −
 =   (5.2) 

where bf  is the bandwidth parameter, and cf  is the center frequency.  

Eq. (5.1) and (5.2) show that the time-frequency resolution of the wavelet depends 

on the bandwidth bf  and center frequency cf  [108]. The larger the central frequency 

cf  is, the faster the Morlet wavelet will oscillate, which results in a lower frequency 

resolution as Figure 5-1 shown.  

 

Figure 5-1. Morlet wavelet with different center frequency values (bandwidth is 3). 

 

The bandwidth parameter controls the oscillation attenuation of the Morlet wavelet. 

A larger bf  value results in a better frequency resolution, at the cost of a lower time 

resolution as Figure 5-2 and 5-3 shown. Thus, to obtain the best time-frequency 

fc:1 

fc:3 

fc:6 

fc:9 



 

80 
 

resolution, the parameters need to be optimized. 

 

Figure 5-2. Effect of bandwidth parameter on Morlet wavelet in the time domain. 

 

 

Figure 5-3. Effect of bandwidth parameter on Morlet wavelet in the frequency domain. 

 

5.3  Parameter optimization 

To select the optimal parameters of the wavelet, the “sparsity” is usually utilized as a 

rule to optimize the parameters. As we know, the wavelet entropy can measure the 

sparsity of a signal effectively. The wavelet entropy is defined as the energy-entropy of 

Band width =1 

Band width =3 

Band width =6 

Band width =9 
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the wavelet coefficients. 

Jiang et al. [108] proposed an optimal method to select the parameters of the Morlet 

wavelet based on the modified Shannon wavelet entropy. The modified wavelet entropy 

is defined as: 

 
1 1

( ) log , 1, [ , ], [ , ]
M Mk k k

b i i i b ci i
En f p p p f N M f k A B

= =
= − =  =     (5.3) 

where 
k

ip  is calculated by: 

 ( ) ( ) ( )
1

, ,
Mk k k

i b c i c jj
p f W a b W a b

=
=    (5.4) 

Thus, the parameters of the Morlet wavelet can be optimized by the following steps. 

Firstly, an initial bandwidth  ,bf N M  and center frequency  ,cf A B  are given. 

To set the initial center frequency, a large initial bandwidth value is chosen. The 

Shannon entropy is calculated by increasing the center frequency from A  to B . The 

initial center frequency is set based on the minimum wavelet entropy. Then, the 

bandwidth is increased from N   to M  , and the wavelet entropy ( )n bE f   is 

calculated based on the initial center frequency. The optimized obf  is selected based 

on the corresponding minimum wavelet entropy. By calculating the wavelet entropy by 

increasing the center frequency cf  from A  to B  with obf , the optimal cf  value 

is obtained based on the corresponding minimum wavelet entropy. 

5.4  Experiment setup 

Laboratory experiments were conducted with different fault defect sizes on the outer 

race to validate the proposed method. The experimental setup is shown in Figure 5-4. 

The test system consists of a 3-phase AC motor, a shaft supported by two rolling 

bearings, and an AC controller. The vibration signal is collected by an acceleration 

sensor that is mounted on the housing of the faulty bearing. The speed signal is collected 
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by a tachometer mounted on the end of the shaft. All the data are obtained by an 

acquisition card (National Instrument) with a sampling frequency of 12000 Hz. 

 

 

Figure 5-4. Rolling bearing test rig. 

 

 

 

Figure 5-5. Different fault sizes on the outer races. 
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Three sets of the rolling element bearings (NTN 30206) were used to estimate the 

defect size on the outer races. Three different defect sizes on the outer race (0.75,1.5, 

and 2.5 mm) were made by electric discharge machining (as Figure 5-5 shown). The 

parameters of the rolling element bearing are listed in Table 5-1. 

 

Table 5-1. Geometrical parameters of the test bearing. 

 

5.5  Results and discussion 

Figure 5-6 shows the original vibration signal and corresponding speed signal. The 

amplitude of the vibration signal increased with the shaft speed increased. The impact 

component is more obvious with the defect size increases. To remove the determined 

component, the edited cepstrum is used to process the vibration signals and the results 

are shown in Figure 5-7. The amplitude of the pre-whitened signal decreased after 

removing the determined component. However, the entry and exit points still could not 

be identified. It is because of the entry and exit events of the vibration signal are masked 

by the random noise. 

 

 

Parameter Value 

Number of rolling elements ( )bN  17 

Contact angle ( )   14°02'10 

Ball diameter ( )balld   8.2 mm 

Pitch diameter ( )pD  45.6 mm 

 Outer race inner radius ( )R   27.05 mm 
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Figure 5-6. Vibration and speed signal of a bearing with different fault sizes on the outer race: 

(a, c, e) original vibration signal. (b, d, f) original speed signal. 

 

To estimate the defect size of a bearing under time-varying speed conditions, the 

signal must be resampled from the time domain to the angle domain. Thus, the 

processed signal by the edited cepstrum method needs to be resampled to the angle 

domain before using the LMD method to extract the impact fault component. 
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Figure 5-7. Pre-whitening vibration signal by edited cepstrum: (a) 0.75-mm. (b) 1.5-mm. (c) 

2.5-mm. 

 

During the resampling procedure, the signal is first upsampled by a factor of 10 to 

avoid aliasing. The speed information is obtained by a tachometer. Then the signal is 

resampled from the time domain to the angle domain. The LMD decomposition results 

of the resampled signal with different fault sizes are shown in Figure 5-8. After 

decomposing the vibration signals by LMD method, several PFs are obtained. The first 

PF is selected for further analysis because it has the biggest correlation coefficient value 

and keeps most of the information from the original signal. By utilizing the LMD signal 

denoising method, the response of entry event and exit event when rolling elements 

passed over the defect area on the outer race were enhanced. 
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Figure 5-8. LMD decomposition result of the resampled signal with different fault sizes on 

outer race: (a) 0.75 mm, (b) 1.5 mm, (c) 2.5 mm 
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When using the continuous wavelet transform to process the denoised signal, the 

bandwidth and center frequency first need to be selected. The optimal parameters are 

selected based on the minimum Shannon wavelet entropy. The maximum order of this 

study is 400. The bandwidth is initialized as 400 to set the initial center frequency value. 

The initial bandwidth range is 1 to 30 with interval increment of 0.1, and the center 

frequency range is 0.1 to 5 with interval increment of 0.05. Figure 5-9 shows the initial 

center frequency. Figure 5-10 and 5-11 show the optimal parameters of Morlet wavelet 

for each defect size. Then, the CWT method is used to analyze the signal. At low speed 

(below 300 rpm), it is difficult to estimate the defect size due to the low signal energy 

and small response of the sensor in the low-frequency range [8]. Thus, the defect size 

of a defective bearing is measured above 300 rpm in this research. 

 

 

Figure 5-9. Relation between wavelet entropy and the center frequency with a bandwidth of 

400: (a) 0.75 mm, (b) 1.5 mm, (c) 2.5 mm. 

 

 

Figure 5-10. Relation between wavelet entropy and bandwidth parameters with the center 

frequency setting: (a) 0.75 mm, (b) 1.5 mm, (c) 2.5 mm. 
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Figure 5-11. Relation between wavelet entropy and center frequency with optimal bandwidth: 

(a) 0.75 mm, (b) 1.5 mm, (c) 2.5 mm. 

 

To better demonstrate the result by the proposed method, a portion of the signal 

was selected to show the estimation result. Figure 5-12 (a)-(c) show the scalogram 

analysis results of the CWT with different defect widths on the outer race and the details 

of the time-frequency analysis are shown in Figure 5-12 (d)-(f). The impact response 

of the fault rolling bearing is like a sharp spike. Jena et al. [7] illustrated how to measure 

the defect width by using the CWT scalogram. The high energy zone is generated when 

the roller hits the end edge of the defect. The portion data is selected around this high 

energy zone. When roller enters into the start edge of the defect area, the energy 

decreased as the de-stressing effect. When roller leaves the end edge of the defect, low 

energy zone will be generated as the roller re-stresses back to its normal load condition. 

Thus, the entry point can be identified at the starting point of the low energy zone (pre-

side of high energy zone). The exit point can be identified at the end of a low energy 

zone (post side of high energy zone). Once the entry and exit points identified, the angle 

duration between the two points is obtained. The defect width is measured by the angle 

duration and the proposed estimation model.       



 

89 
 

 

Figure 5-12. CWT analysis of the outer race fault: (a) CWT scalogram of 0.75-mm defect, (b) 

CWT scalogram of 1.5-mm defect, (c) CWT scalogram of 2.5-mm defect. (d-f) Detailed analysis 

of corresponding defect size. 
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10 portions of the CWT scalogram are used to measure the defect size of the 

defective bearing. Each of the portions contains one impact component. The estimation 

result is shown in Table 5-2. The mean estimation value and deviation are obtained 

from the scalogram. The deviation values for the different defect sizes are 0.078, 0.066, 

and 0.05. The results show that the defect size on the outer race can be measured with 

the proposed method. 

Table 5-2. Estimation results of the defect size on the outer race. 

Defects (mm) Mean Std. deviation 

0.75 0.787 0.078 

1.5 1.549 0.066 

2.5 2.522 0.05 

 

5.6 Conclusions 

A novel method was proposed to estimate the defect size on the outer race of a rolling 

bearing under time-varying speed conditions. To enhance the entry and exit events, the 

edited cepstrum was used to remove the determined components. To eliminate the 

speed variation effect and estimate the defect size, the edited signal was resampled with 

a constant angle interval. The LMD method was used to extract the transient impulse 

component from the resampled signal. The CWT is used to provide full information 

about the energy distribution.  

The entry and exit events of roller passing over the defect area were identified 

clearly by the CWT spectrum. The average deviation of the estimated defect size was 

6.5%. The estimation results showed that the proposed method can effectively estimate 

the defect size of a defective bearing under time-varying speed conditions. 
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Chapter 6  Bearing Fault Identification 

6.1  Introduction 

In recently, artificial intelligence technique has been extensively applied in rolling 

element bearing fault diagnosis. The fault identification of a rolling element bearing is 

a pattern recognition task. Thus, the artificial intelligent technique is a good choice to 

solve this problem. Generally, an intelligent diagnosis system consists of four steps: 

data collection, feature extraction, data dimension reduction, and pattern 

classification [111]. This chapter will propose a new fault feature classification method 

to identify the fault type of a rolling element bearing under time-varying speed 

conditions. 

6.2  Feature extraction 

The fault patterns of a rolling element bearing on the time domain are diverse and 

complex. As an introduced previous chapter, RMS and kurtosis are commonly used to 

identify the bearing fault. However, these features are not appropriate for the time-

varying speed conditions. Benefit from the development of nonlinear dynamic theory, 

many nonlinear feature extraction methods have been used to extract the fault features 

hidden in collected vibration signals that may not be effectively identified by using 

other existing methods. Such as approximate entropy (AEn), sample entropy (SEn) and 

fuzzy entropy (FE). Nevertheless, the shortage of the AEn is lower uniformly estimated 

value for the short data length. The sample entropy can get better performance than the 

AEn. But an unacceptable result appeared on the real application. The fuzzy entropy 

used the fuzzy membership function instead of Heaviside function. A continuous value 

is obtained compared with the AEn and sample entropy. The fuzzy entropy has been 
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successfully used as a feature to identify the rolling bearing fault types and improved 

by many researchers. The multiscale fuzzy entropy (MFE) was developed to check the 

self-similarity of original data. Thus, the MFE method is utilized to extract the fault 

features from the pre-processing signal. 

6.2.1 Fuzzy entropy 

The fuzzy entropy value can be obtained by the following steps: 

1) Construct an m dimension vector for a given time series  ( ) :1u i i N   at 

time i which is normalized, and its length is N. 

   0( ), ( 1), , ( 1) ( ), 1,2, 1.m

iX u i u i u i m u i i N m= + + − − = − +   (6.1)  

Where 0 ( )u i  is mean value of the m  consecutive ( )u i  values.           
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   where 
m

ijd  is the maximum distance vector. 

3)  Obtain the similarity vector 
m

ijD  by the fuzzy function ( , , )m

ijd n r , it can be 

calculated as the following formula: 

 
ln 2( / )

( , , ) e
m n
ijd rm m

ij ijD d n r
−

= =   (6.4) 

where, n is the gradient and r is the parameter of the boundary. 

4) Then the m  function can be obtained by the following: 
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1m +  dimensional vector can be obtained by repeating the steps 1-4: 
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5) Calculate the fuzzy entropy of the time series with m  and 1m + : 

 1( , , ) lim ln ( , ) ln ( , )m m

N
m n rFuE n r n rn   +

→
 = −    (6.7) 

If the length of the sequence is finite, ( , , )mF n nE ru  can be estimated as: 

 1( , , ) ln ( , ) ln ( , )m mmFuE n rn n r n r  += −   (6.8) 

6.2.2 Multi-scale fuzzy entropy 

As a single scale entropy may case the ambiguous results in the real application, multi-

scale entropy is proposed to measure the complexity of time sequences [112]. It can 

measure the complexity of signals by different scales. As this advantage, the multi-scale 

fuzzy entropy is developed to extract the features. The MFE is calculated based on the 

fuzzy entropy and the details are described as the following steps [113]:  

1) Construct the coarse-grained vector  iy for a given time sequence 

 ( ) :1u i i N  . The sequences are separated by a window of length τ.    

 iy  can be obtained according to the following equation: 

 
( 1) 1

1
= ( ),1 /

j

j

i j

y u i j N







 = − +

    (6.9) 

where τ is the scale factor. 
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2) Calculate the FuEn  of each coarse-grained time sequences with different 

scale factor τ based on equation 6.1-6.8, then the MFE values can be obtained: 

 ( , , , ) ( , , )jMFE u m r Fu yE rn m =   (6.10)                                                        

Note that the r is calculated by the *r SD=  and SD is the standard deviation 

of ( )u t . To calculate the MFE values, it needs to select appropriate parameters. The 

embedding dimension m is usual 2. It is because of a large m needs a large N  and will 

lead to losing the information of the signal. If the gradient of the boundary r was too 

narrow, the noise effect is enhanced. On the contrast, if the r was too broad, it could 

keep most of the information. It is suggested to set the r by 0.1-0.25*SD of the original 

signal. The boundary gradient of the exponential function n is convenient to fix to 2. A 

large τ will lead to heavy computation. However, a small τ will lead to losing the 

information of the signal. 

In this research, the parameters of the MFE are selected as the followings: 

=20 ,  :  =2embedding dimension m  , =0.15*r SD , =2n                        

6.3  Laplacian Score for feature selection 

Theoretically, the fault patterns recognition can be accomplished by the extracted MFE 

features in 20 scales. However, a feature vector in 20 scales is a high dimension. It will 

enhance the time-consuming, and even may lead to the information inefficient for fault 

identification of the rolling bearing. Thus, how to select the most interrelated fault 

information from the 20 features is very important. By this way, it avoids the dimension 

disaster and improves the performance of classification and the efficiency of rolling 

bearing automatically fault diagnosis. In this research, the Laplacian Score (LS) 

algorithm is utilized to reduce the feature vectors dimension via their importance and 

distinguishability. LS selects the feature vectors based on Laplacian Eigenmaps and 
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Locality Preserving Projection. Its basic idea is to estimate the features according to 

their locality preserving power. 

A given data which the number of groups is m and each group data has n features. 

Assume that rL represents the Laplacian Score of the rth feature, 1, ,r n= . Let rif  

represents the ith sample of the rth feature, 1, ,i m= . The main calculation 

procedures of the LS algorithm can be written as follows [113]: 

1. Construct the nearest neighbor graph G with m nodes, where the ith node 

corresponds to ix , and the edge is put between nodes i  and j , if ix  and jx  are 

“close”. When the label information is available, one can put an edge between two 

nodes sharing the same label. 

2. Define the weight matrix as the following equation:      

                   

                                             0

x xi j

t

ij
if nodes i and j are connected

otherw

e

ise

S

−


= 



  (6.11)                                                                         

3. Calculate graph Laplacian L.  

 , ( )L D S D diag SI= − =   (6.12) 

4. The Laplacian Score of the rth feature can be written as follows: 

 

2( )

( )

T
ri rj ijij r r

r T

r r r

f f S f Lf
L

Var f f Df

−
= =


  (6.13) 

where 1 2=[ , , , ]r r r rmf f f f , ( )rVar f  is the estimated variance of the rth feature, 

rf  is the matrix that can be obtained by removing the mean from the samples. 

 
T

r
r r T

f DI
f f I

I DI
= −   (6.14) 

Based on the equation 6-13, it can be seen that the bigger ijS  value, smaller the 

Laplacian Score value, which represents the characteristic of the good feature. 
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Therefore, the dimension of the feature can be reduced by using the LS method. It not 

only enhances the identification efficiency but also provides feature vector information. 

6.4  Pattern classification with Support Vector Machines (SVM)  

Many intelligence fault diagnosis methods of the rolling element bearing have been 

proposed. Such as neural network, fuzzy logic, immune genetic [55, 114-116]. However, 

some limitations exist among these methods, for example, slow convergence velocity 

and over-fitting. Particularly, the fault data is not easy to obtain. The size of the samples 

is small. Thus, it may lead to a bad result. It is a bottleneck when using the neural 

network to identify the fault types. Comparing with these methods, support vector 

machine achieves good performance as it is not influenced by these limiting factors. 

The support vector machine is a machine learning algorithm based on the structured 

risk minimization principle. The advantages of SVM are great flexibility, dimension 

insensitivity, shorter training time and good generalization performance. The goal of 

SVM is to find a hyperplane to separate different classes. The hyperplane is a boundary 

which makes the maximum distance between the boundary and the closest data points 

of each class. Once the optimal hyperplane obtained, the maximum margin is defined. 

Furthermore, the samples in all classes closest to this margin are called support vectors. 

Then, the classifier is established by the information of the support vectors.  

Given a sample data ( ),i ix y , with 1, ,i M= , ix  is the input sample, M  is 

the number of samples, and iy  is the label of ix . For a linear case, the hyperplane can 

be expressed as 

 ( ) 0f x x b= + =   (6.15) 

where    is the normal direction of the hyperplane, b   is a parameter of the 
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hyperplane position. 

 

Figure 6-1. Find the maximum margin of the two classes. 

The input data should be met with the following constraints 

 ( )
1,         =1 

1,   =-1   

i

i

i

for y
f x

for y


= 

 −
  (6.16) 

as a complete equation 

 ( )         , ,1   1i i b My x i =+    (6.17) 

The nearest samples lie instead on the planes ( ) 1f x =   and so the margin distance 

between them is 2  . Thus, the pair of hyperplanes can be obtained by finding the 

maximum margin by minimizing 
2

 , subject to constraints 6.17. The optimization 

problem is: 
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  (6.18) 

where i  is positive slack variable, which is necessary to allow misclassification. The 

objective function will produce the classification error, so a generalization parameter C 

is presented. The greater generalization parameter, the higher misclassification error 

will be, as well as the heavier of the punishment. 
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To simplify this problem with the Kuhn-Tucker condition, the positive Lagrange 

multipliers i   is introduced. For equality constraints, the Lagrange multipliers are 

unconstrained [117]. This gives Lagrangian: 

 ( ) ( )( )
2

1

, , 1
1

  
2

M

ip i

i

iL b y x b   
=

= + −−   (6.19) 

To obtain a stationary point of ( ), ,pL b   over   and b , the partial derivatives are 

applied to   and b , respectively 

 0, 0
L L

b

 
= =

 
  (6.20) 

Combine equation (6.20) with (6.19), 

 
1 1

,0
M M

i i i i i

i i

y x y  
= =

= =    (6.21) 

Substituting equation (6.21) into equation (6.19), the dual formulation is obtained: 

 ( )
1 0 0

1
  

2

M M

D i i j i j i

i i

M

j

j

L y y xM xax   
= = =

= −    (6.22) 

Takin the gradient of ( )DL   with respect to i , the optimal *  is obtained.  

Then ꞷ and b  are calculated by *  as follows: 
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  (6.23) 

 With the parameters * , *  and *b , the decision function is expressed as: 

 ( ) ( )* *f x sign x b= +   (6.24) 

For the non-linear classification case, the input data firstly are mapped onto a high-

dimensional feature space. Thus, the different classes can be classified by using the 

linear classification.   
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There is a class of functions ( ), jK x x   with the following property. There is a 

linear space S and a function φ mapping x to S such that: 

• Linear: 

 ( ) ( ) ( ), ,j jK x x x x =   (6.25) 

• Polynomials: For some positive integer p, 

 ( ) ( ), 1
p

j jK x x x x= +   (6.26) 

• Gaussian Radial basis function (RBF): 

 ( ) ( )2

, expj jK x x x x= − −   (6.27) 

 

6.5 Experimental validation 

The purpose of this section is to examine the utility of the proposed algorithm for 

analyzing the real rolling bearing vibration data. The vibration signals are obtained from 

the Bearing Data Center of Case Western Reserve University [118]. 

 

 

Figure 6-2. Rolling bearing experiment system. 

 

The experiment system was shown by Figure 6-2. The type of the tested rolling 

bearings is 6205-2RS JEM SKF deep groove ball bearing. Vibration data was collected 

Torque transduces 

Motor 

Coupling 

Dynamometer 
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by an accelerometer, which was attached to the housing with magnetic bases. The 

sampling frequency is 12000 Hz and the shaft rotating speed of the motor changes from 

1730 to 1797 RPM. The dataset of vibration signal consisted of the normal condition 

and fault working condition. The fault condition contains the inner race fault, outer race 

fault, ball fault. For each fault type, single point faults were introduced to the test 

bearings using electro-discharge machining with different fault sizes of 7, 14, 21, 28 

mils.  

In this thesis, it is an eight-class recognition problem according to the different 

fault categories. For each group, there are 50 samples and a total number of the samples 

is 400. Out of which 160 samples are randomly selected to train the SVM classifier and 

the residual 240 samples are used for testing. The detailed numbers of samples 

description for each condition are shown in Table 6-1. The whole steps of the fault 

identification are presented by Figure 6-3. 

 

Table 6-1. Details of experimental data sets. 

Fault class Fault size 

 (inch) 

Fault severity Number of 

training data 

Number of 

test data 

Class label 

IRF  

(Inner race fault) 

0.007’ 

0.014’ 

0.021’ 
 

Slight 

Medium 

Severe 

20 

20 

20 

30 

30 

30 

1 

2 

3 

BF 

(Ball fault) 

 0.007’ 

 0.028’ 

Slight 

Very severe 

20 

20 

30 

30 

4 

5 

ORF  

(Outer race fault) 

 0.007" 

 0.014" 

Slight 

Medium 

20 

20 

30 

30 

6 

7 

Normal  0 Normal 20 30 8 
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Figure 6-3. Flow chart of the proposed fault diagnosis algorithm. 

 

As the collected vibration data under different fault patterns often have different 

characteristics, it is hard to identify the fault categories from each other only by the time 

domain waveforms as shown in Figure 6-4. To obtain the good feature vectors, 

vibration signals are processed by the proposed EC-LMD method. 

MFE was utilized to extract the fault features from the selected PF component 

under 20 scales for each bearing condition. It means the dimension of the obtained 

feature space was 20 in the beginning analysis. The MFE values by 20 scales of the data 

Read vibration data 

Process the data with EC-LMD 

Extract the feature vector of 

optimum PF by MFE in 20 scales 

Select the feature vector by LS 

method 

Train the feature vector by SVM 

Test the classifier 

Output the results 
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were shown by Figure 6-5. It was not easy to identify the fault types clearly by all the 

scales of MFE. This is because feature values are mixed at some scales.   

 

 

Figure 6-4. vibration acceleration signal of each rolling bearing condition. 

 

 

 

Figure 6-5. MFE over 20 scales of the pre-processing signal with the average of fifty trails. 

 

 



 

103 
 

 

Figure 6-6. LS result of MPE over 20 scales. 

 

If MFE over 20 scales was all taken as the feature vector, it would be time-

consuming and reduce the classification accuracy rate. The new order of MFE by LS 

selection was listed as follows: 

LS11<LS17<LS7<LS10<LS12<LS13<LS18<LS16<LS5<LS6<LS20<LS19<LS14<LS15<LS9<LS3<LS8 

<LS4<LS1<LS2. 

Note that the subscript of LS is the scale factors and the MFE values were ranked 

and replotted in Figure 6-6. Then the first front four features (τ=11,17,7,10) with most 

important information were chosen to construct a new feature vector. Naturally, the 

new feature vector was fed into the classifier SVM to obtain the model of the pattern 

recognition. When using the SVM to train the data, the training samples need to be 

mapped from the nonlinear space to linear by the kernel function. The Gaussian kernel 

function gives a special solution by transforming the nonlinear space to the linear 

conditions. Thus, it was selected as the kernel function in this research. At the same 

time, 160 samples were selected randomly from the whole dataset as the training data 

and the residual 240 samples as the testing data. 
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Figure 6-7. Distribution of RMS and kurtosis features (Legends of 1-8 are corresponding class 

labels of Table 6-1). 

 

In order to illustrate the advantage of the proposed method, the RMS and kurtosis 

were used to construct the feature vector. The signal was firstly pre-processed by the 

EC-LMD to extract the faulty component. Figure 6-7 showed the distribution of the 

RMS and kurtosis features. There was a mixed area at type 4, type 7 and type 8. As a 

result, it’s hard to identify these three fault types. 

The sample distribution of MFE over 20 scales was shown by Figure 6-8. The 

original MFE over 20 scales was too high, the recognition rate may decrease with high 

dimension. To enhance the identification efficiency, the important scales were selected 

by the LS method. The feature selection result was shown in Figure 6-9. Compared with 

the original MFE, the selected features made it easy to identify the fault types.  

Kurtosis 

R
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Figure 6-8. Distribution of MFE features over 20 (Legends of 1-8 are correspond class labels of 

Table 6-1). 

 

 

Figure 6-9. Distribution of selected MFE features by LS (Legends of 1-8 are corresponding 

class labels of Table 6-1). 

 

The SVM was used to train the data for obtaining a model to identify the fault 

types based on the extracted features. After obtaining the model, the test data was used 

to validate its effectiveness. First, the feature vector of the RMS and kurtosis were fed 

into SVM to accomplish the pattern recognition. The SVM outputs of the testing data 
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were shown in Figure 6-10. There were 3 test samples misclassified. The classification 

accuracy is 98.75%. By the result of the classification analysis, the RMS and kurtosis 

couldn’t provide enough fault information to identify the fault types. It was because the 

RMS and kurtosis were affected by the speed. They are insufficient to illustrate the 

dynamic variation of the system and result in lower identification accuracy. Therefore, 

it was essential to analyze the vibration signal by the MFE method. 

The classification results of the proposed method were shown by Figure 6-11. 

There was only one testing sample misclassified. The average recognition accuracy 

achieves to 99.58%. The comparison results show that the proposed method achieves a 

good classification result, which is appropriate and effective in fault diagnosis of the 

rolling element bearing. 

 

 

Figure 6-10. Classification results of SVM using RMS and kurtosis feature. 
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Incorrect 
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Figure 6-11. Classification results of SVM using selected MFE. 

6.6 Conclusions 

An intelligent rolling bearing fault diagnosis method was proposed to identify the fault 

types. The EC-LMD method was used to extract the fault component from the vibration 

signal. The feature vector was obtained by the MFE. MFE could effectively characterize 

the complexity of the pre-processed signal. Laplacian score was used to select the fault 

feature by reordering the scale factors. SVM is used to evaluate the classification 

performance. As the results shown, the fault types were recognized effectively by the 

proposed method.  

The comparison results show that the proposed method achieves a good 

classification result, which is appropriate and effective in fault diagnosis of the rolling 

element bearing.  

Incorrect 
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Chapter 7  Conclusions 

This research work mainly focuses on the fault diagnosis and defect size estimation of 

rolling element bearing under time-varying speed conditions. The fault diagnosis and 

defect size estimation of the rolling bearing are affected by the speed variation. The 

common defect size estimation methods are based on the time domain and the constant 

speed condition. However, for the time-varying speed conditions, these methods are not 

suitable as the shaft speed varies. If the angle duration between the entry and exit points 

of the defect known, the defect size could be estimated by the geometric parameters of 

the rolling bearing. Therefore, to measure the defect size of a rolling element bearing 

under time-varying conditions, the signal needs to be resampled from the time domain 

to the angle domain. 

To better understand the vibration response of a defective bearing, a dynamic model 

is established. The variations of contact deformation and force when the roller passed 

over the defect area were illustrated by the analysis result. The entry and exit events are 

identified by these illustrations. Then, two defect size estimation models are developed 

for the time-varying speed conditions.  

A vibration signal of a defective bearing based on time-varying speed conditions 

consists of a fault component, determined component and random noise component. 

The cepstrum pre-whitening (CPW) technique is used to separate the determined 

component from the vibration signal. The determined component is eliminated by 

removing the peaks on the real cepstrum. 

To extract the impact component, LMD method is used. To solve the end effect, an 

improved LMD is proposed by the DTW method. The DTW found an optimal wrapped 

path to extend the signal. Simulation result shows that the improved method can 

eliminate the end effect effectively. Combining the edited cepstrum with improved 
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LMD, the entry and exit events are enhanced. An experiment, an outer race fault in a 

bearing, is used to validate the proposed method. Compared with the fast kurtogram, 

the proposed method obtained a better result for detecting the bearing fault. 

To identify the entry and exit events exactly, the energy distribution of the CWT 

coefficients is used. The optimal parameters of Morlet wavelet are selected by the 

wavelet entropy. The high energy zone is generated when the roller hit the end edge of 

the defect. When the roller enters into the start edge of the defect area, the energy 

decreased as the de-stressing effect. When roller leaves the end edge of the defect, low 

energy zone will be generated as the roller re-stresses back to its normal load condition. 

Thus, the entry point was identified at the starting point of a low energy zone (pre-side 

of high energy zone). The exit point was identified at the end of a low energy zone (post 

side of high energy zone). The experimental results showed that the entry and exit 

events of roller passed over the defect on the outer race were identified clearly from the 

CWT spectrum. The average deviation of the estimated defect size was 6.5%. The 

estimation results showed that the proposed method could effectively estimate the 

defect size on the outer race under time-varying speed conditions. 

An intelligent rolling bearing fault diagnosis method was proposed. The EC-LMD 

method was used to pre-process the signal for extracting good features. The MFE was 

taken as the feature vectors. Laplacian score was used to select the fault feature by 

reordering the scale factors. SVM is used to evaluate the classification performance. As 

the results shown, the fault types were recognized effectively by the proposed method.  

Future work will focus on follows: 

1. obtaining defect size automatically to predict the remaining useful lifetime of 

rolling element bearing. This may be realized by the image processing 

techniques.  

2. The load variation effect may be taken consideration to estimate the defect size. 
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As the result shows that the deformation is affected by the applying load. It 

should be considered when estimating the defect size. 

3. Conduct the minimum defect size that the proposed method can estimate. It 

decides whether the proposed method can be used on the real application or 

not. 

4. Analyze the effect of distributed defects. Since generalized roughness defects 

have distributed small defect with fluctuating sizes, it needs to conduct the 

model that can estimate defect size both small and large line spall. 
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