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I 

ABSTRACT 

In an indoor electronic meeting system, active noise control (ANC) system is 

generally used to reduce the ambient noise and improve the clarity of the received 

speech signal. Typical ANC methods like the filtered-x least mean square (FxLMS) 

algorithm attempt to control the background noise, which is a kind of additive noise. 

However, when the speaker of ANC system is used as the speech communication 

speaker, the nonadditive noise like reverberation, dispersion and attenuation caused by 

the propagation path is also necessary to be considered. As a common phenomenon that 

interrupts the communication, the speech reverberation is focused on in this thesis. To 

obtain the better approximation of the speech reverberation in the given room, the 

reverberation is simulated by image source model method (ISM) and added in the 

propagation model. Then, the ANC-IF (active noise control-inverse filter) method that 

combined the FxLMS algorithm and the FIF (fast inverse filter) algorithm is proposed 

to control the noise included the background noise and the speech reverberation in the 

electronic meeting system. 

The performance of the FxLMS algorithm in the reverberant condition was first 

investigated. The noise source produced the factory noise as the background noise, and 

the ANC speaker generated the opposite phase noise sound wave at the same time. Then 

the algorithm is modified to add the speech signal to the system. Though the 

performance of the algorithm to reduce the noise in the reverberant condition is worse 

than in the non-reverberant condition, it is also contributive to improve the clarity of 

the received speech signal with the ANC system by reducing the background noise in 

the environment. The evaluation index of the simulation results demonstrates this 
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conclusion. 

Secondly, we study on the inverse filter to improve the speech signal clarity by 

eliminating the speech reverberation caused by the propagation path. The inverse filter 

of the propagation path was calculated based on the fast inverse filter (FIF) algorithm. 

The original speech signal was preprocessed by the inverse filter to make the received 

speech signal with less reverberation through the propagation path. The propagation 

model was run to verify the correctness of the inverse filter algorithm. The simulation 

results indicate that the speech signal preprocessed by the inverse filter can be improved 

the speech signal clarity significantly. The same conclusion can be obtained by human 

subjective feeling. 

At last, the ANC-IF method that combined the ANC system and the inverse filter 

was proposed and verified to reduce two types of noise simultaneously in the simulation 

model. The ANC speaker generated the signal that included both the opposite phase 

noise signal and the speech signal preprocessed by the inverse filter. Consequently, the 

speech signal would be received with less background noise and less speech 

reverberation. The simulation results indicate that the ANC-IF method can control the 

background noise effectively and reduce the speech reverberation significantly.  

Evaluation indexes also show the effectiveness of the proposed method.  
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Chapter 1 Introduction 

1.1 Background 

Noise is the sound that undesired and made human uncomfortable and degraded 

the speech clarity [1]. Thus, many methods are proposed to reduce the noise. The 

methods can be broadly classified into two categories, the first is passive noise control, 

which is the traditional method such as enclosures, barriers, and silencers, the other is 

active noise control (ANC). The ANC method is suited for controlling noise in the low-

frequency band that is just the frequency range where the most energy of speech is 

concentrated. 

Lueg applied for the first patent for an active noise control (ANC) system in 1934, 

and since then, many ANC algorithms have been investigated. According to the work 

mode, ANC algorithms can be divided into narrowband feedback ANC [2][3], 

broadband feedback ANC [4][5][6], lattice ANC [7][8], frequency-domain ANC [9][10] 

and so on. Based on the calculation mode, ANC algorithms can be divided into least 

mean square (LMS) algorithm [11], filtered-x least mean square (FxLMS) algorithm, 

iterative learning control (ILC) algorithm [12], repetitive control (RC) [13] algorithm, 

etc. 

ANC systems can reduce noise and decrease its influence on speech. Most research 

focused on the background noise [14], which is a kind of additive noise. However, the 

speech reverberation induced by the propagation path is a kind of the nonadditive noise 

and is also a common phenomenon that interrupts speech communication. The speech 

reverberation is focused on as an essential factor to be considered in this thesis. 

Reverberation is the persistence of a sound after it is produced. The sound waves 
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that propagate in a room are absorbed and reflected by walls and furniture. The sound 

persistence time is called the reverberation time which is one of the most critical factors 

in architectural acoustics. The reverberation time can be estimated using an empirical 

equation proposed by Sabine in the 1980s. 

A speaker works as one part of an ANC system to generate a sound wave with the 

opposite phase of the noise to reduce the noise in the room. The speech signal can also 

be broadcast by this speaker, although the signal would be corrupted by the room 

impulse response (RIR). When the speaker plays the speech signal in a communication 

system, it is necessary to consider the speech reverberation caused by the propagation 

path. A speech signal corrupted by RIR may induce reverberation and stop people from 

effectively distinguishing words. 

Neely established a stable and causal inverse filter that can be used to remove the 

influence of the RIR on a speech signal [15]. Based on Neely’s work, Kirkeby and 

Nelson proposed a fast inverse filter (FIF) algorithm [16][17][18]. The FIF algorithm 

is optimized with a faster calculation speed and better accuracy. 

Researchers rarely study the control of the background noise and the speech 

reverberation simultaneously [19][20][21]. Richard improved the speech intelligibility 

in noisy and reverberant conditions by redistributing the energy of the speech [22]. 

Dong used the speech enhancement and an inverse filter to accomplish the same 

purpose [23]. However, in the case of an indoor electronic meeting system, as shown in 

Fig. 1-1, it is meaningful to improve the clarity of the received speech signal by 

controlling the two categories of noise simultaneously. 
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1.2 ANC-IF method 

In this thesis, a near-end denoise system with an ANC-IF method is established by 

combining the ANC method and the IF method. A classical ANC algorithm, the FxLMS 

algorithm, is used to generate the anti-phase sound wave to reduce the background noise 

in real time. The speech signal is preprocessed by an inverse filter based on the FIF 

algorithm to eliminate the speech reverberation. The RIR that is used in the FIF 

algorithm is acquired from the FxLMS algorithm. This means that the transfer function 

of the sound propagation path (RIR) is measured once and used in the two algorithms. 

A simulation model in MATLAB was established to validate the proposed method. The 

evaluation index of the simulation results indicates that the ANC-IF method can reduce 

the two types of noise considerably and improve the speech clarity significantly. 

 

 

 

Fig. 1-1 Visualization of application scenario 



 

4 

1.3 Outline 

This thesis is organized as follows. Chapter 1 introduces the research background 

and reviews the relative academic achievements. Chapter 2 shows the simulation model 

method and partial parameters. Chapter 3 describes the ANC algorithm and emphasizes 

the performance of the FxLMS algorithm in the reverberant condition. Chapter 4 

presents the inverse filter method in detail. The ANC-IF method, which combines the 

FxLMS algorithm and the FIF algorithm, is proposed in Chapter 5. Chapter 6 provides 

the conclusions of this thesis. 
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Chapter 2 Simulation Model 

2.1 k-Wave toolbox 

2.1.1 Introduction 

The simulation model is established by the k-Wave toolbox of MATLAB. The k-

Wave is an open source, third party, MATLAB toolbox designed for the time-domain 

simulation of propagating acoustic waves in 1D, 2D, or 3D. The toolbox has a wide 

range of functionality, but at its heart is an advanced numerical model that can account 

for both linear and nonlinear wave propagation and power law acoustic absorption 

[24][25]. The interface to the simulation functions has been designed to be both flexible 

and user-friendly, while the computational engine has been optimized for speed and 

accuracy.  

 

2.1.2 Governing equations 

When an acoustic wave passes through a compressible medium, there are dynamic 

fluctuations in the pressure, density, temperature, particle velocity, etc. These changes 

can be described by a series of coupled first-order partial differential equations based 

on the conservation of mass, momentum, and energy within the medium. Often in 

acoustics, these equations are combined into a single “wave equation" which is a 

second-order partial differential equation in a single acoustic variable (most often the 

acoustic pressure). For example, in the classical case of a small amplitude acoustic wave 

propagating through a homogeneous and lossless fluid medium, the first-order 

equations are given by [26]. 
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0

u 1
p

t 


= − 


, (momentum conservation) (2-1) 

0 u
t





= − 


, (mass conservation) (2-2) 

2

0p c = , (pressure-density relation) (2-3) 

Here u  is the acoustic particle velocity, p  is the acoustic pressure,   is the acoustic 

density, 
0  is ambient (or equilibrium) density, and 

0c  is the isentropic sound speed. 

These equations assume the background medium is quiescent (meaning there is no net 

flow and the other ambient parameters don't change with time) and isotropic (meaning 

the material parameters do not depend on the direction the wave is traveling). When 

they are combined, they give the familiar second-order wave equation. 

2
2

2 2

0

1
0

p
p

c t


 − =


, (2-4) 

 

2.1.3 First-order simulation function 

There are three simulation functions in the k-Wave Toolbox that implement the 

first-order k-space model for fluid media. These are named kspaceFirstOrder1D, 

kspaceFirstOrder2D, and kspaceFirstOrder3D and correspond to simulating wave 

propagation in one, two, and three dimensions as their names imply. In this case, "first-

order" refers to the fact we are solving a system of coupled first-order partial differential 

equations. It is not related to the order of numerical accuracy of the solution, or to the 

order of the acoustic variables retained in the governing equations. 

The simulation functions are called with four input structures; kgrid, medium, 

source, and sensor. The properties of the simulation are then set as fields for these 

structures in the form structure.field. The four structures respectively define the 
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properties of the computational grid, the material properties of the medium, the 

properties and locations of any acoustic sources, and the properties and locations of the 

sensor points used to record the evolution of the pressure and particle velocity fields 

over time. When the simulation functions are called, the propagation of the wave-field 

in the medium is then computed step by step, with the acoustic field at the sensor 

elements stored after each iteration. These values are returned when the time loop has 

completed. 

 

2.1.4 MATLAB parameters setting 

In this simulation model, the domain size is 9m by 12m and divided into 720 by 

1080 grid points. The sound speed is set to be isotropic. The noise source, the ANC 

speaker and the sensor are set as shown in Fig. 2-1. The four input structures are passed 

to kspaceFirstOrder2D which then calculates and returns the acoustic pressure 

recorded at each sensor point for each time step. 

 

Fig. 2-1 Layout of the ANC system 
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Simulation partial parameters: 

Nx = 720; % number of grid points in the x (column) direction 

Ny = 1080; % number of grid points in the y (row) direction  

dx = 9.0/Nx; % grid point spacing in the x direction [m] 

dy = 12.0/Ny; % grid point spacing in the y direction [m] 

source.p_mask(Nx/2,Ny/6) = 1; % Noise Source position 

source.p_mask(Nx*2/3,Ny*2/3) = 1; % ANC Speaker position 

sensor.mask(Nx/2, Ny*5/6) = 1; % Sensor position 

 

2.2 Image source model method 

2.2.1 Introduction 

To get the better approximation of the speech reverberation in the given room, the 

image source model method is used to model the reverberation. The image-source 

model (ISM) is a well-known technique that can be used in order to generate a synthetic 

room impulse response (RIR), i.e., a transfer function between a sound source and an 

acoustic sensor, in a given environment. Once such an RIR is available, a sample of 

audio data can be obtained by convolving the RIR with a given source signal. This 

provides a realistic sample of the sound signal that would be recorded effectively at the 

sensor in the considered environment.  

Allen & Berkley were the first to propose a full implementation of the ISM 

technique in a landmark paper in 1979 [27]. Since then, this specific implementation 

has been used by many researchers. 

However, Allen & Berkley's method suffers from several drawbacks, which are 
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related to the way the image-source model is implemented. An improvement to Allen 

& Berkley's original ISM implementation was proposed by Peterson in [28], where each 

image-source impulse is implemented directly as a (truncated) fractional-delay filter 

(i.e., a sinc function). This effectively allows the exact representation of non-integer 

time delays for each image source. Note that the same result is also obtained by 

computing the transfer function in the frequency domain and then taking the inverse 

Fourier transform back into the time domain. This approach is of considerable 

importance as it provides a quick and easy way to generate RIRs with varying 

environmental characteristics, such as different reverberation times. Consequently, the 

ISM technique has been used intensively in many application domains of room 

acoustics and signal processing. 

 

2.2.2 MATLAB code implementation 

The MATLAB code on this section provides an implementation of the image-

source method (ISM) described [29] for simulating reverberant audio data in small-

room acoustics. The MATLAB parameters are set as similar as in the propagation model 

made by the k-Wave toolbox. The room size and the layout of the instruments are shown 

in Fig. 2-2. 

The command ISM_RIR_bank(...) will create and save a bank of RIRs into the file 

ISM_RIRs.mat. This process can take quite a while depending on the number of RIRs 

to compute, size of the room, reverberation time, etc. The other command 

ISM_AudioData(...) takes the .mat file and the source signal vector as inputs and 

computes the sensor data AuData by convolution. This function also offers the 

possibility to write the resulting audio into a .wav or .mat file. The resulting audio data 



 

10 

is a matrix where each column contains the signal generated for the corresponding 

microphone. Of course, the same process can also be used if the source remains 

stationary or in environments containing only one sensor. 

MATLAB partial commands: 

>> ISM_RIR_bank(my_ISM_setup, 'ISM_RIRs.mat'); 

>> AuData = ISM_AudioData('ISM_RIRs.mat', SrcSignalVec); 

 

2.3 Conclusion 

In this chapter, the numeric simulation model method is introduced to establish the 

simulation model for verifying the proposed method simply and conveniently. The 

simulation toolbox of MATLAB, k-Wave, is used to model the propagation path. The 

interface of the toolbox has been designed to be both flexible and user-friendly, while 

the computational engine has been optimized for speed and accuracy. Furthermore, in 

order to get the more realistic simulation result, the image source model method is used 

Fig. 2-2 Layout of the instruments in ISM 
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to simulate the reverberation in the given room. The ISM method has been used by 

many researchers and a lot of academic achievements are published. The background 

of above two methods and partial parameters in MATLAB are also introduced to make 

the reader understand the simulation model easily. 
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Chapter 3 Active Noise Control 

Active noise control (ANC), is a method for reducing unwanted sound by 

generating the anti-phase sound wave of the noise and making the waves interfere at 

the control point. 

Since the phase of the high-frequency wave changes rapidly, ANC technology is 

more suitable for controlling the noise in the low-frequency band. The energy of speech 

is also mostly concentrated in low-frequency range (about 30~3000Hz). Thus, ANC 

technology can be used in electronic meeting system to reduce the variant background 

noise in real time. In this thesis, an ANC system is used to improve the clarity of speech 

by controlling the noise in the frequency band of 30 to 3000 Hz. The sample rate is set 

as 8 kHz. 

 

3.1 Filtered-x least mean square algorithm 

The FxLMS algorithm is a widely used conventional algorithm based on the least 

Fig. 3-1 ANC system block diagram based on LMS algorithm 
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mean square (LMS) algorithm [30]. The LMS algorithm is an adaptive filter algorithm 

that is used to mimic a desired filter by finding the filter coefficients that relate to 

producing the least mean square of the error signal (the difference between the desired 

signal and the actual signal) as shown in Fig. 3-1 [31][32]. It is a stochastic gradient 

descent method that the filter can be adapted based on the error at the current time. It 

was invented in 1960 by Stanford University professor Bernard Widrow and his Ph.D. 

student, Ted Hoff. Morgan proposed the FxLMS algorithm, where the LMS algorithm 

is modified to consider the effect of the secondary path (SP) [33]. A block diagram of 

the FxLMS algorithm is shown in Fig. 3-2. 

To consider the influence of the secondary path (between the speaker and the 

control point), the estimated transfer function of the secondary path is added in the 

reference signal path. The residual error signal is expressed as, 

(n) ( ) '( ) ( ) ( ) ( )e d n y n d n s n y n= − = −  , (3-1) 

where d(n) is the output signal of the primary path and y'(n) is the output signal of the 

secondary path at the error microphone location. s(n) is the transfer function of the 

Fig. 3-2 FxLMS algorithm block diagram 
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secondary path S(z) (RIR in the inverse filter algorithm), and * denotes linear 

convolution. y(n) is the anti-phase signal calculated by the algorithm. 

( ) ( ) ( )y n w n x n=  , (3-2)                                                               

where w(n) is the coefficient vector of the ANC adaptive filter W(z), and w(n)=[w0(n), 

w1(n), w2(n), …, wn(n)]. x(n) is the reference input signal at time n, x(n)=[x0(n), x0(n-

1), x0(n-2), …, x0(n-l+1)], and l denotes the order of the adaptive filter. 

x'(n) is the modified reference signal which is formed by filtering the original 

reference signal with the estimated transfer function of the secondary path:      

ˆ'( ) ( ) ( )x n s n x n=  , (3-3)                                                                 

where ˆ( )s n  is the estimated impulse response of the secondary path. 

For step size  , the coefficient vector of the ANC adaptive filter is updated as:

( 1) ( ) '( ) ( )w n w n x n e n+ = + , (3-4) 

 

3.2 Simulation model 

Fig. 3-3 Secondary path identification 
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A simulation model is established with the k-Wave toolbox in MATLAB. The 

density of grid points ensures the maximum frequency that the software can simulate. 

Gaussian white noise is used to estimate the transfer function of the secondary path. 

Factory noise acquired from the NoiseX-92 database [34] is used as the environmental 

noise. Normalized LMS adaptive filter method is used to identify the secondary path 

transfer function. The residual signal of the identification process is shown in Fig. 3-3. 

 

3.3 Simulation result 

A speaker was used to play white noise to measure the transfer function between 

the speaker and a microphone (the secondary path-S(z) in the FxLMS algorithm block 

diagram).  

As shown in Fig. 3-4, the transfer function of the secondary path is identified 

between the speaker and the point to be controlled (the error microphone location). The 

secondary path transfer function is also the RIR when the propagation path is put in a 

Fig. 3-4 Estimated transfer function of the secondary path 
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room. To obtain a better approximation of the speech reverberation in the given room, 

the reverberation is simulated by the image source model method [35] and added to the 

propagation model. Tailing points are formed by the reflection of boundaries. 

Signals obtained with and without the ANC system are shown in Fig. 3-5. When 

comparing the figures, the details of the speech signal are more obvious and 

recognizable when the ANC system is used. The same conclusion can be drawn 

subjectively when listening to the results. 

Fig. 3-5 Received speech signal with background noise.  

(a) No ANC system, (b) ANC system. 
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 The sound pressure level (SPL) of the received background noise in the octaves 

and the decreased SPL when ANC worked are showed in Fig. 3-6 and Fig. 3-7 

individually. The figures illustrate that the frequency range of 160-4000 Hz is where 

the ANC system works, and the SPL is decreased about 6 dB on average. This frequency 

range is also where the most energy of the speech signal is concentrated. Although the 

SPL does not decrease much, the improvement of the speech signal clarity is significant. 

 

The signal-to-noise ratio (SNR) is a widely used index to evaluate the level of 

meaningful information in a signal with background noise. The SNR is defined as the 

power ratio between the signal with meaningful information and the pure noise signal:  

Fig. 3-7 Decreased SPL in the octave bands with ANC system 
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Fig. 3-6 SPL in the octave bands of the background noise 
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where ( )ps n   and ˆ ( )ps n   are the clean speech signal and the noisy speech signal 

respectively. 

Based on the SNR, the segmental SNR is proposed to consider human perception. 

The signal is divided into frames of about 20-40ms to obtain the approximate short time 

stationary signals. The segmental SNR is the mean SNR of the time frames. M denotes 

the number of frames, and N denotes the length of a frame. 

1
2

1
1

10 1 2
1

1

( , )
10

log
ˆ( , ) ( , )

N

pM
i

N
i

p p
i

s i n
SegSNR

M s i n s i n

−

−
=

−
=

=


= 

 −  

, (3-6) 

The evaluation index of the simulation results is presented in Table 3-1. The table 

shows that the clarity of the received speech signal is improved significantly when the 

ANC system is used. 

 

Table 3-1 Evaluation index of the simulation results with ANC system 

Noise Factory 1 Factory 2 

Index SNR/dB SegSNR/dB SNR/dB SegSNR/dB 

ANC off 3.58 -0.44 4.13 0.76 

ANC on 8.77 4.38 8.02 4.08 

Increased 5.19 4.82 3.89 3.32 

 

 

 



 

19 

3.4 Conclusion 

The FxLMS algorithm is described in this chapter. The principle of the algorithm 

is introduced briefly. Furthermore, the performance of the FxLMS algorithm is 

investigated and shown by running the simulation model. Comparing the simulation 

results, the conclusion can be drawn that the FxLMS algorithm can reduce the 

background noise significantly although the denoising effect of the algorithm in the 

reverberant condition is worse than in the non-reverberant condition. The evaluation 

index also demonstrates the same conclusion. 
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Chapter 4 Inverse filter 

4.1 Mathematical principle 

The speech reverberation can be regarded as the convolution of the speech signal 

and RIR. The key point of de-reverberation is to deconvolute the received signal. In 

mathematics, deconvolution is an algorithm-based process used to invert the 

convolution in recorded data [36]. And it is easier to deconvolute in the frequency 

domain than the time domain because the deconvolution becomes division when the 

domain is changed. 

For the room impulse response h(t), the speech signal with reverberation received 

by the microphone can be express as: 

'( ) ( ) ( )y t y t h t=  , (4-1) 

where y(t) is the original speech signal, y'(t) is the speech signal filtered by the RIR, 

and * denotes the convolution.  

Eq. (4-1) is changed to the frequency domain as follows:  

'( ) ( ) ( )Y Y H  =  , (4-2) 

where '( )Y   , '( )Y    and ( )H    are functions formed by the fast Fourier transfer 

(FFT) corresponding to y(t), y'(t) and h(t), respectively. 

By taking the inverse of ( )H  , the inverse filter response in the frequency domain, 

( )iH  , is obtained: 

( ) 1/ ( )iH H = , (4-3) 

The filtered speech signal processed by the inverse filter: 

'( ) ( ) ( ) ( ) ( ) ( )Y iH Y H iH Y      =   = , (4-4) 

Eq. (4-4) is then converted to the time domain with the inverse fast Fourier 
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transform (IFFT): 

'( ) ( ) ( ) ( ) ( ) ( )y t ih t y t h t ih t y t =   = , (4-5) 

the clean speech signal would be obtained in theory since ih(t) is used to counteract the 

effect of h(t) (RIR). 

A modeling delay is also used in the calculation procedures to obtain a causal and 

stable inverse filter [17]. 

 

4.2 Simulation model 

The RIR that is identified between the speaker and the point we want to control 

(the error microphone location) is shown in Fig. 4-1. The propagation path of the RIR 

is also the secondary path in the ANC system, so the RIR is also the impulse response 

of the secondary path. The RIR is the same as the transfer function in Fig. 3-4. As 

mentioned, the reverberation is simulated by the image source model method, and T60 

is set as 1.5s. 

Fig. 4-1 Estimated room impulse response  
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The inverse filter response based on the RIR is shown in Fig. 4-2. The inverse filter 

response is the reciprocal of RIR. The modeling delay is used to get a stable and causal 

filter [17]. Fig. 4-3 shows the convolution of the RIR and the inverse RIR. Although 

there is still some noise, the impulse signal is almost recovered. This means the 

reverberation is deconvoluted, and the original signal is recovered. 

 

Fig. 4-2 Inverse room impulse response 

Fig. 4-3 Convolution of RIR and Inverse RIR 
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4.3 Simulation result 

The speech signals obtained with and without the inverse filter are shown in Fig. 

4-4. The speech signal in Fig. 4-4 (b) is preprocessed by the inverse filter. Both the 

preprocessed and non-preprocessed speech signals by the inverse filter propagated in 

the simulation model, and the received speech signals with different processing 

methods are obtained. The signal in Fig. 4-4 (b) is more distinct and clearer than the 

one in Fig. 4-4 (a). This means there is less speech reverberation when the original 

Fig. 4-4 Received speech signal with reverberation.  

(a) No inverse filter, (b) Inverse filter. 
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speech signal is preprocessed by the inverse filter. 

Fig. 4-5 displays the spectrograms of the received speech in different situations. 

The clean speech signal received in the non-reverberant condition is presented in Fig. 

4-5(a). Fig. 4-5(b) and Fig. 4-5(c) display the received speech signal preprocessed by 

the inverse filter or not in the reverberant condition respectively. Comparing the 

spectrograms, it is easy to observe that the energy of the speech signal is more intensive, 

and the trailing points are less when the speech signal is preprocessed by the inverse 

filter. It means that the speech is clearer and the speech reverberation is less. 

(a) (b) 

(c) 

Fig. 4-5 Spectrograms of received speech signal in different situations. 

(a) clean speech signal in the non-reverberant condition,  

(b) speech signal in the reverberant condition,  

(c) speech signal preprocessed by the inverse filter in the 

reverberant condition 
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However, some lines can also be observed which run through the entire time axes. 

It denotes there is the pure frequency noise is generated. Though the pure frequency 

noise influences the quality of the received speech signal little, it has an impact on the 

perceptual listening feeling. It will be discussed and solved in the subsequent studies. 

 

4.4 Conclusion 

This chapter introduces the inverse filter based on the fast inverse filter (FIF) 

algorithm. The theoretical mathematic equations are derived briefly. Inverse filter 

response is the reciprocal of RIR. The original speech signal is preprocessed by the 

inverse filter to reduce reverberation of the received speech signal. The room impulse 

response is acquired from the FxLMS algorithm because the propagation path of RIR 

is the same as the secondary path in the FxLMS algorithm. It means that the transfer 

function is measured once and used in two above algorithms. The speech spectrograms 

could demonstrate that the inverse filter can reduce the speech reverberation 

significantly. 
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Chapter 5 ANC-IF method 

5.1 Introduction 

Based on the simulation results, the ANC-IF method is proposed that combined 

the FxLMS algorithm and the FIF algorithm. Fig. 5-1 is the block diagram of the ANC-

IF method.  

v(n) is the clean speech signal that the microphone should receive in an ideal 

situation. The FIF algorithm is added in the FxLMS algorithm to control the speech 

reverberation. S( )z  is both the secondary path transfer function and RIR. 1Ŝ ( )z−  is the 

reciprocal of Ŝ( )z , represents the inverse filter response: 

1ˆ ˆS ( ) 1/ S( )z z− = , (5-1) 

1ˆ'( ) ( ) s ( )v n v n n−=  , (5-2) 

'( ) ( ) s( )y n y n n=  , (5-3) 

1ˆ[ ( ) '( )] s( ) '( ) ( ) ( ) ( ) '( ) ( )y n v n n y n v n s n s n y n v n−+  = +   = + , (5-4) 

( ) [ '( ) ( )] ( ) ( )d n y n v n e n v n− + = + , (5-5) 

Fig. 5-1 Block diagram of the ANC-IF method 
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Eq. (5-1) - (5-5) illustrate the mathematical principles of the proposed method. 

e(n)+v(n) denote the received speech signal with residual noise and no reverberation as 

shown in Fig. 5-1.  

Fig. 5-2 illustrates that the transfer function of the propagation path is identified. 

As shown in the figure, the value of the residual signal is decreased rapidly at the 

beginning of the identification process. It means the filter coefficients are quickly 

adjusted to adaptive the transfer function. Thus, at the end of the identification process, 

the residual signal is tiny than the error signal. It indicates that the filter could represent 

the transfer function of the propagation path accurately. 

Fig. 5-3 displays the wave propagation in the simulation model. The noise source 

produces the factory noise as the background noise. Meanwhile, the speaker generates 

the sound wave that includes the denoising sound wave calculated based on the FxLMS 

algorithm and the speech signal preprocessed by the inverse filter. The sensor position 

is set at the point which is attempted to control the background noise and the speech 

reverberation. 

Fig. 5-2 Transfer function identification 
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5.2 Simulation result 

Fig. 5-4 displays the received speech signal in the time domain in different 

situations. Comparing the figures, it can be deduced that the background noise is less 

when ANC system is used. Although the background noise has a serious impact on the 

distinction of the received speech signal, it can be observed that the speech signal 

preprocessed by the inverse filter is more approximate to the clean speech signal in the 

non-reverberant condition than the one which is not preprocessed. 

The spectrograms corresponding to the signal in the time domain in Fig. 5-5 can 

also support the conclusion above mentioned. Observed the figures, there are fewer 

noisy points in Fig. 5-5 (c) than in Fig. 5-5 (b). This means the background noise is 

reduced significantly by the ANC system. The signal is more distinct and clearer in Fig. 

5-5 (d) than Fig. 5-5 (c). This demonstrates the speech reverberation is decreased after 

preprocessing the speech signal by the inverse filter based on RIR. The waterfall 

spectrograms of the received speech in different situations are shown in Fig. 5-6 as the 

Fig. 5-3 Wave propagation diagram 
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reference evidence. 

The evaluation index of the simulation results with different methods is listed in 

Table 5-1. From the Fig. 5-7, the conclusion can be drawn that the evaluation index 

increased considerably after preprocessing the speech signal by the inverse filter even 

the ANC system is used. 

   

  

Fig. 5-4 Received speech signal in the time domain in different situations 

(a) clean speech signal in non-reverberant conditions, 

(b) speech signal in reverberant conditions with background noise, 

(c) speech signal in reverberant conditions with background noise and  

ANC, 

(d) speech signal in reverberant conditions with background noise and  

ANC and Inverse filter. 

(a) (b) 

(c) (d) 
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Fig. 5-5 Spectrograms of received speech signal in different situations.  

(a) clean speech signal in non-reverberant conditions,  

(b) speech signal in reverberant conditions with background noise,  

(c) speech signal in reverberant conditions with background noise and  

ANC, 

(d) speech signal in reverberant conditions with background noise and  

ANC and Inverse filter. 

 

(c) (d) 

(b) (a) 
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Fig. 5-6 Waterfall spectrogram of received speech signal in different situations. 

(a) clean speech signal in non-reverberant conditions,  

(b) speech signal in reverberant conditions with background noise,  

(c) speech signal in reverberant conditions with background noise and ANC, 

(d) speech signal in reverberant conditions with background noise and ANC and  

Inverse filter. 

(c) 

(b) (a) 

(d) 
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Table 5-1 Evaluation index of the simulation results with different methods 

Noise Factory 1 Factory 2 

Index SNR/dB SegSNR/dB SNR/dB SegSNR/dB 

Original 3.58 -0.44 4.13 0.76 

ANC 8.77 4.38 8.02 4.08 

ANC+IF 13.62 7.38 12.82 7.02 

Original means the noisy speech signal in the reverberant condition. 

 

 

5.3 Conclusion 

In this chapter, the ANC-IF method is proposed that combined the FxLMS 

algorithm and the FIF algorithm to control the background noise and the speech 

reverberation simultaneously. Since the secondary path in the FxLMS algorithm is also 
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Fig. 5-7 Evaluation index of the simulation results with different methods 
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the propagation path of the RIR in the FIF algorithm, the transfer function of the 

secondary path is also used in the inverse filter as the RIR. Then the inverse filter is 

calculated based on the FIF algorithm and added in the FxLMS algorithm as the 

preprocessed filter of the speech signal. Moreover, the mathematical derivation 

illustrates the received signal only includes the speech signal with no reverberation and 

the residual noise denoised by ANC system. The simulation results demonstrate that the 

ANC-IF method is stable and efficient to control the background noise and reduce the 

speech reverberation in the room simultaneously. The conclusion, which the speech 

clarity is improved considerably by the ANC-IF method, is supported by the 

spectrograms of the received speech and the evaluation index. 



 

34 

Chapter 6 Conclusions 

In this thesis, the ANC-IF method is proposed by combining the ANC method and 

the inverse filter method to reduce the background noise and speech reverberation 

simultaneously. 

The propagation simulation model is established to investigate the performance of 

the method. To obtain the more realistic result, the reverberation is simulated by image 

source model method (ISM) and added to the propagation model. The noise source 

produces the factory noise that is acquired from NoiseX-92 database [34] as the 

background noise 

The FxLMS algorithm used in the reverberant condition is simulated firstly. The 

fundamental principle of the algorithm is introduced, and mathematical equations are 

derived. While the anti-phase signal is calculated by the FxLMS algorithm to neutralize 

the background noise, the ANC speaker generates the opposite phase noise sound wave 

and the speech signal simultaneously. The simulation results demonstrate that the 

FxLMS algorithm is beneficial to improve the speech clarity by reducing the 

background noise in the environment, though the denoising performance of the 

algorithm in the reverberant condition is worse than in the non-reverberant condition. 

The evaluation index of the simulation results also proves this conclusion. 

Secondly, the inverse filter based on the fast inverse filter (FIF) algorithm is used 

to preprocess the original speech signal for reducing the speech reverberation. The FIF 

algorithm is utilized to obtain the stable and causal inverse filter. Then the inverse filter 

is described and used to improve the speech clarity by eliminating the speech 

reverberation. Run the simulation model, and we can observe that the received speech 
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signal has less reverberation in the propagation path when the original speech signal is 

preprocessed by the inverse filter. The simulation results indicate that the speech signal 

preprocessed by the inverse filter can improve the sound clarity significantly. The same 

conclusion could be obtained subjectively when listening to the results. 

At last, the ANC-IF method is proposed to reduce two types of noise 

simultaneously by combining the ANC system and the inverse filter. Both the FxLMS 

algorithm and the FIF algorithm are classical and easy to implement. The bridge 

between the two methods is to estimate the transfer function of the secondary path 

between the speaker and the microphone in the FxLMS algorithm since it is just the 

RIR in the FIF algorithm. Thus, the ANC speaker generates the synthetical signal that 

includes both the opposite phase noise signal calculated by the FxLMS algorithm and 

the speech signal preprocessed by the inverse filter. The speech spectrograms can 

exhibit the difference of the received speech signal processed by different algorithms. 

Comparing the spectrograms, there are less noisy points in the received speech signal 

when the ANC system is used. While the original speech signal is preprocessed by the 

inverse filter, the energy of the received speech signal is more focused on the frames. It 

implies the speech signal is received with less background noise and less speech 

reverberation. The simulation results demonstrate that the ANC-IF method is stable and 

efficient to control the background noise and the speech reverberation in the room 

simultaneously. The evaluation indexes show that the ANC-IF method improved the 

speech clarity considerably. 

Due to the reverberant condition, there are tailing points in the transfer function of 

the secondary path, which leads the convergent result of the adaptive filter coefficients 

is difficult to obtain. So, although the FxLMS algorithm works efficiently in the 
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reverberant condition, the denoising effect of the algorithm is worse than in the non-

reverberant condition. Further work will be done to improve the ANC algorithm to 

increase the denoising efficiency of the ANC-IF method. 
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