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[ABSTRACT] 

INVESTIGATION ON MODULARITY 

AND DYNAMICS IN SIGNALING 

NETWORKS 

 

Although there have been many studies revealing that dynamic robustness of a 

biological network is related to its modularity characteristics, no proper tool exists to 

investigate the relation between network dynamics and modularity. Accordingly, I 

developed a novel Cytoscape app called MORO, which can conveniently analyze the 

relationship between network modularity and robustness. I employed an existing 

algorithm to analyze the modularity of directed graphs and a Boolean network model 

for robustness calculation. In particular, to ensure the robustness algorithm’s 

applicability to large-scale networks, I implemented it as a parallel algorithm by using 

the OpenCL library. A batch-mode simulation function was also developed to verify 

whether an observed relationship between modularity and robustness is conserved in a 

large set of randomly structured networks. The app provides various visualization 

modes to better elucidate topological relations between modules, and tabular results of 

centrality and gene ontology enrichment analyses of modules. I tested the proposed 

app to analyze large signaling networks and showed an interesting relationship 

between network modularity and robustness. My app can be a promising tool which 

efficiently analyzes the relationship between modularity and robustness in large 

signaling networks. 

Secondly, biological networks consisting of molecular components and 

interactions are represented by a graph model. There have been some studies based on 

that model to analyze a relationship between structural characteristics and dynamical 

behaviors in signaling network. However, little attention has been paid to changes of 

modularity and robustness in mutant networks. Therefore, I investigated the changes 

of modularity and robustness by edge-removal mutations in three signaling networks. 
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I first observed that both the modularity and robustness increased on average in the 

mutant network by the edge-removal mutations. However, the modularity change was 

negatively correlated with the robustness change. This implies that it is unlikely that 

both the modularity and the robustness values simultaneously increase by the edge-

removal mutations. Another interesting finding is that the modularity change was 

positively correlated with the degree, the number of feedback loops, and the edge 

betweenness of the removed edges whereas the robustness change was negatively 

correlated with them. I note that these results were consistently observed in randomly 

structure networks. Additionally, I identified two groups of genes which are incident 

to the highly-modularity-increasing and the highly-robustness-decreasing edges with 

respect to the edge-removal mutations, respectively, and observed that they are likely 

to be central by forming a connected component of a considerably large size. The 

gene-ontology enrichment of each of these gene groups was significantly different 

from the rest of genes. Finally, I showed that the highly-robustness-decreasing edges 

can be promising edgetic drug-targets, which validates the usefulness of my analysis. 

Taken together, the analysis of changes of robustness and modularity against edge-

removal mutations can be useful to unravel novel dynamical characteristics 

underlying in signaling networks. 
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CHAPTER 1. INTRODUCTION 

1.1 Motivation 

Network modularity represents the degree to which a network is divided into 

modules of separate community structures. A highly modularized network has dense 

connectivity between the nodes within each module but sparse connectivity between 

the nodes of different modules. Many plugins based on the Cytoscape platform 

(Shannon, et al., 2003) have been developed for modularity analysis in biological 

networks. For example, clusterMaker (Morris, et al., 2011) implemented several 

clustering algorithms such as k-means, k-medoid, SCPS, and AutoSOME to visualize 

a structure of modules within biological networks. GIANT (Cumbo, et al., 2014) was 

proposed to investigate topological or functional relationships in a metabolic network 

by performing a clustering analysis and a functional cartography of nodes. Another 

well-known plugin is NeMo (Rivera, et al., 2010), which can identify diverse network 

communities by means of a neighbor-sharing score based on a hierarchical 

agglomerative clustering method. These plugins have a limitation, though, in that they 

focus only on the structural analysis of a network and its visualization, without any 

consideration of dynamics analysis. This restricts their use to undirected networks 

such as protein–protein networks, or to analysis of directed networks that ignores the 

direction information. 

Herein I note previous studies showing that dynamical behaviors, particularly 

robustness, of biological networks can be highly affected by their modularity 

characteristics. For instance, a recent study reported that a modular organization of 

cancer signaling networks is associated with the patient survivability, which suggests 

a relationship between modularity and network robustness (Takemoto and Kihara, 

2013). Also, the robustness against state perturbations of a human signaling network 

was negatively correlated to network modularity (Tran and Kwon, 2013). Modular 

stabilizing in protein–protein interaction networks can be recombined to create highly 

robust chimeric proteins in evolution (Lin, et al., 2007). It has been also argued that 

modularity reduces robustness against mutation in metabolic networks (Holme, 2011). 

Because of the importance of network modularity and robustness, there is a pressing 

http://en.wikipedia.org/wiki/Community_structure


17 
 

need to develop a tool that can analyze both simultaneously. Figure 1.1 shows an 

illustration example of modularity and robustness in signalling network.  

Another challenge is that of how to know the changes of modularity and 

robustness by structural modification in signaling network. Robustness and 

modularity are key properties to understand complex dynamics in large-scale 

biological networks. The former means the capability of a network to maintain 

functioning against external and internal perturbations (Kitano, 2004), and the latter 

describes the divisibility of a network into clusters (Girvan and Newman, 2002). The 

robust dynamics (Ingolia, 2004; Little, et al., 1999; Yi, et al., 2000) and the 

modularized structures (Kreimer, et al., 2008; Lin, et al., 2007; von Dassow and 

Munro, 1999) have been ubiquitously observed through various biological examples. 

It is also notable that these properties can be changed by structural mutations because 

they are highly dependent on the network structure. For example, a few studies 

showed that the modularity is greatly changed by the removal of hubs (Han, et al., 

2004) or by stabilizing events in protein–protein interaction networks. Some other 

studies also proved that the robustness is considerably changeable according to a 

variety of mutations (Kaneko, 2007; Le and Kwon, 2013; Paroni, et al., 2016; Trinh 

and Kwon, 2016). Additionally, there were some previous studies to investigate a 

relation between the robustness and the modularity. For example, it was shown that 

Figure 1.1 An illustrative example of modularity and robustness.  
Given two networks 퐺 and 퐺′. They have the same number of nodes (6) and edges (7). 

They also have 2 and 3 modules, respectively. Modules are colored and surrounded by 

solid line. However, modularity of 퐺 (0.35714) is higher than that of 퐺′ (0.22449) whereas 

its robustness of the former (0.23333) is smaller than that of the latter (0.78333). This 

observation raises the question of whether modularity is correlated with robustness in 

signaling network.   
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the modularized structure of bone networks improves the robustness compared to a 

regular network of the same size (Viana, et al., 2009). Some other studies observed 

that both the robustness and the modularity characteristics could be emergently 

improved through a network evolution process (Hintze and Adami, 2008; Variano, et 

al., 2004). Moreover, there were some studies to explicitly examine linear correlations 

between the robustness and the modularity over differently structured networks 

(Holme, 2011; Tran and Kwon, 2013; Truong, et al., 2016). In metabolic networks, 

the robustness against the mutant concentrations of metabolites or the mutant 

expression of enzymes has increased or decreased, respectively, as the modularity 

increases (Holme, 2011). On the other hand, the robustness against a gene state 

perturbation was negatively correlated with the modularity in signaling networks 

(Tran and Kwon, 2013; Truong, et al., 2016). Although these previous studies found 

interesting relations between the robustness and the modularity, there are some issues 

needed to be investigated as follows. The first issue is that there is little known 

knowledge about changes of the modularity and the robustness. In particular, there 

was no intensive study about the relationship of the changes of the modularity and the 

robustness by structural mutations. I note that the previous studies (Holme, 2011; 

Tran and Kwon, 2013; Truong, et al., 2016) focused on the robustness and the 

modularity over networks with very different structures, whereas this study focuses on 

the changes of the robustness and the modularity over mutant networks with a slight 

structural modification. This means that the findings in the previous studies do not 

necessarily hold in my analysis. Another interesting issue is whether some well-

known motifs are relevant to the changes of the modularity and the robustness or not. 

In fact, some previous studies have shown that network motifs such as feedback loops 

(FBLs) and feed-forward loops (FFLs) ubiquitously found in various biological 

networks can affect the robustness (Kim, et al., 2008; Le and Kwon, 2013). For 

instance, it was reported that more positive and less negative FBLs are observed in 

robust networks (Kwon and Cho, 2008). Another study showed that coherent coupling 

of FBLs is a design principle of a robust signaling network (Kwon and Cho, 2008). It 

was also reported that coherent FFLs strengthen the robustness against update-rule 

perturbations (Le and Kwon, 2013). To my best knowledge, even there was no 

reported motif which is relevant to the modularity property. Taken together, there is 

little known about motifs which indicate the changes of the modularity, the 

robustness, or both. The last issue is that there was no previous study to compare sets 
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of nodes or interactions which efficiently control the changes of the modularity and 

the robustness. This can be impressive because the result can be used to identify 

functionally important nodes or interactions such as drug targets. Thus, it is necessary 

to employ a Boolean network model and modularity measure to investigate the 

changes of modularity and robustness by edge-removal mutations in signaling 

networks. Figure 1.2 shows an illustrative example of edge-removal mutations in 

networks. 

1.2 Research objectives 

In the first study, I devised a novel Cytoscape app called MORO that can analyze 

a relationship between dynamical robustness and structural modularity in biological 

networks represented by directed graphs. In addition, to make it possible to analyze 

very large-scale networks, I implemented the robustness computation portion of the 

app as a parallel algorithm by using the OpenCL library. It was also designed to 

efficiently visualize how the detected modules are located relative to each other. 

Furthermore, it elucidates analysis results of centrality and gene ontology (GO) 

Figure 1.2 An illustrative example of edge-removal mutations.  
(a) The original network G(V,A). (b) The mutant network G'(V,A') by removal of I→B 

and A⊣I. It was observed that both networks G and G' consist of three modules. 

Modularity and robustness values in G were 0.35799 and 0.88889, respectively, whereas 

those in G' were 0.48347 and 0.74444, respectively. Therefore, the changes of the 

modularity and the robustness were positive (0.12548) and negative (-0.14445), 

respectively. 
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enrichment of modules. Moreover, it provides a batch-mode simulation function to 

validate whether a result observed in a biological network is consistently conserved in 

many randomly organized networks. In this study, I tested my app in a case study 

investigating large-scale signaling networks and observed that modularity and 

robustness are negatively correlated, similar to previous findings (Tran and Kwon, 

2013). It was verified by means of batch-mode simulation that these findings hold in 

random networks. Moreover, I found some GO terms which are differently enriched 

between the largest module and the rest of the modules, and it was shown that the 

module size is positively correlated with five centrality values. In summary, my app 

can efficiently analyze the relationship between modularity and robustness in large 

signaling networks 

In the second work, I tried to investigate the changes of the modularity and the 

robustness by edge-removal mutations in signaling networks. Through intensive 

simulations using a Boolean network model (Graudenzi, et al., 2011; Kauffman, 

2004), I first found that both the modularity and the robustness increased on average 

against edge-removal mutations, but the change of modularity is negatively correlated 

with the change of robustness. More intriguingly, the modularity change was 

positively correlated with the degree, the number of FBLs, and the edge betweenness 

of removed edges, whereas the robustness change was negatively correlated with 

them. Additionally, I found that these findings are consistently conserved in the 

random networks. Moreover, I identified two groups of genes which are incident to 

the highly-modularity-increasing and the highly-robustness-decreasing edges against 

the edge-removal mutations, respectively, and observed that they are likely to be 

central by forming a considerably large connected component. The gene-ontology 

enrichment of each of the gene groups was clearly different from the rest of genes. 

Finally, I found that the highly-robustness-decreasing edges can be promising edgetic 

drug-targets. Taken together, the analysis of the changes of the robustness and the 

modularity against the edge-removal mutations can be useful to reveal novel 

dynamical characteristics of signaling networks. 

1.3 Dissertation outline 

This thesis is organized into five chapters. Chapter 1 presents my motivation and 

also introduces new findings of this work. In Chapter 2, background for my work is 
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presented such as structural and dynamic properties of biological networks, random 

Boolean network model, the databases used, and related work to the issues that I 

addressed. In Chapter 3, and 4, I present more detail about the overview, results,  

which I dealt with. In particular, Chapter 3 introduces a software application, MORO, 

which employs an OpenCL library to perform network dynamics calculations and to 

examine in-/out- module robustness in parallel. Chapter 4 shows my new findings in 

investigating changes of modularity and robustness by edge-removal mutations in 

signaling network. Chapter 5 summarizes my main findings and also offered some 

future work. 
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CHAPTER 2. BACKGROUND 

2.1 Biological networks  

2.1.1 Introduction 

Biological network is any network that exists in biological systems ranging from 

food webs to various biomedical networks in molecular biology. The variety of 

interactions between components in a cell such as genes, proteins and metabolites 

makes the biological networks complex and diverse. However, most studies have 

been recently made on molecular biological networks, including protein-protein 

interaction (PPI), gene regulatory and metabolic networks. In which, nodes in PPI 

networks are proteins that are connected to each other by physical interactions (Rual, 

et al., 2005; Stelzl, et al., 2005); gene regulatory networks whose genes or 

transcription factors are connected if the expression of one gene modulates expression 

Figure 2.1 – Four kinds of biological networks. 

(A) Metabolic network. (B) Protein network. (C) Gene regulatory network. (D) Signaling 

network – the network of communication between cellular components (i.e., gene, protein 

and metabolite). This demonstration is from CEA Sciences (http://ceasciences.fr/). 

(A) 

(B) 

(C) 

(D) 
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of another one by either activation or inhibition (Carninci, et al., 2005) and metabolic 

networks whose metabolic products and substrates that participate in one reaction 

(Jeong, et al., 2000). In addition to the three above networks, signaling network is a 

network of communication between the components that control and coordinate basic 

activities of cell (Jordan, et al., 2000). All of my studies were conducted on the 

signaling networks. 

2.1.2 Datasets of signaling networks  

In the first study, I tested MORO with two large-scale signalling networks, the 

canonical cell signaling network (STKE; http://stke.sciencemag.org) and the human 

signal transduction network (HSN; http://www.bri.nrc.ca/wang) which consist of 754 

proteins and 1,624 interactions, and 5,443 genes and 37,663 interactions, respectively. 

In the second work, to investigate real signaling networks, I used three datasets of 

signaling networks: a T-LGL survival network (T-LGL) (Saadatpour, et al., 2011) 

consisting of 60 genes and 142 interactions, a signal transduction network in 

fibroblasts (STF) (Hirabayashi, et al., 2004) consisting of 139 genes and 557 

interactions, and a HIV-1 interaction network in T-cell (HIV-1) (Oyeyemi, et al., 

2015) consisting of 138 genes and 368 interactions collected by manually curating 

signaling pathways from cellcollective (www.cellcollective.org) (Helikar, et al., 

2012).  

2.2 Random network generation 

To validate that the findings in real signaling networks are general principles, I 

extensively simulated randomly structured networks generated by five models: 

Barabási-Albert (BA) model (Barabási and Albert, 1999), Erdős-Rényi (ER) model 

(Erdős and Rényi, 1959), an Erdős-Rényi variant model (Le and Kwon, 2011) and 

two shuffling models. Actually, all of them have been widely used to investigate 

biological networks (Kwon and Cho, 2008; Le and Kwon, 2013; Maslov and 

Sneppen, 2002; Shen-Orr, et al., 2002).  

The BA model uses a preferential attachment scheme, which is a type of network 

growth model, as follows. The desirable number of nodes (N), the number of nodes of 

a seed network (e), and the number of interactions that should be added at each 

iteration (d) are given as parameters. A small seed network G(V, A) is then created, 

http://www.bri.nrc.ca/wang
http://www.cellcollective.org/
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where V={1, 2, …, e} and A={(i, j) | i, j=1,2, …, e, i≠j}, i.e., a complete network. 

At each iteration, a new node  is added to V. Then, d different interactions that 

individually connect  and ’V \{} are newly added to A, where ’ is determined 

with a probability proportional to the connectivity of ’ (the connectivity of a node is 

defined as the number of interactions incident to the node), and both the direction and 

sign of the added interactions are specified uniformly at random. This iteration 

process is repeated until |V|=N.  

In the ER model, the desirable number of nodes (N) and a probability (p) are given 

as parameters. The decision whether to create an interaction from an arbitrary node  

to another arbitrary node ’ is then independently determined with a probability p. I 

also use a variant of the ER model where the desirable numbers of nodes (N) and 

interactions (E) are given as parameters. An RBN is then generated in such a way that 

E different interactions are chosen uniformly at random out of N  (N-1) possible 

candidates.  

Moreover, I implemented two shuffling techniques where a reference network 

should be given. The first shuffling technique creates random networks by shuffling 

the direction and the sign of every interaction from the reference network (Shuffle I). 

More specifically, each directed link denoted by (i, j, ) where i, j, and  denote a 

starting node, an ending node, and the sign of the link, respectively, is replaced by one 

of (i, j, ), (i, j, -), (j, i, ), and (j, i, -) uniformly at random (Le and Kwon, 

2013). On the other hand, the other shuffling technique creates random networks by 

rewiring the edges of the reference network such that the in-degree and the out-degree 

of all nodes are conserved (Shuffle II) (Maslov and Sneppen, 2002; Maslov, et al., 

2002). More specifically, a pair of directed links (a, b, ab) and (c, d, cd) such that 

there is no link from a to d and from c to b is randomly selected, and the pair is 

replaced by a new pair of links (a, d, ab) and (c, b, cd). In the tool, the number of 

rewirings is set to the multiplication of the value of the "Shuffling intensity" 

parameter and the number of edges of the reference network. I note that the shuffling 

models generate random networks whose structure is more similar to the reference 

network than BA, ER, and ER-variant models because the degree distribution is 

conserved. 
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2.3 Network modularity 

Given a network represented by a directed graph	퐺(푉,퐴) where 푉 and 퐴 are the 

sets of nodes and interactions, respectively, I employ the modularity measure 

introduced in a previous study (Leicht and Newman, 2008). A partition 푃 = {푉 ,

푉 , … , 푉 } of 푉 is a set of nonempty disjoint subsets of	푉 that covers 푉 (i.e. 푉 ∩

푉 = ∅ for all 푖, 푗 ∈ {1,2, … ,푀} and 푖 ≠ 푗, and ⋃ 푉 = 푉). Then, the modularity of 

the partition 푀(푃) is defined as 푀(푃) = ∑ − , where 휔  is the 

number of interactions whose starting and ending nodes are both included in module 

푉 , 휔  and 휔  are the numbers of interactions whose starting or ending nodes only, 

respectively, are included in module 푉 , and 휔 is the total number of interactions in 

the network. Then, the modularity of the network is defined as	푀(퐺) = 푚푎푥 	푀(푃). 

However, it is difficult to obtain the optimal partition. In my studies, the modularity 

value of a network is averaged over 30 trials by using an optimization algorithm 

Figure 2.2 An illustrative example of calculating modularity.  

Given graph 퐺. It consists of two modules, 푉  and 푉 . The number of interactions whose 

starting and ending nodes are both included in module 푉 , 휔  and 휔  are the numbers of 

interactions whose starting or ending nodes only, respectively, are included in module 푉 , 

and 휔 is the total number of interactions in the network. Finally, modularity values can be 

obtained by applying the optimization algorithm.  
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proposed in a previous study (Noack, 2009). Figure 2.3 shows an example how to 

calculate modularity. 

2.4 Boolean network model 

2.4.1 Introduction 

In order to analyze the network dynamics, I employed a Boolean network model 

that has been frequently used to investigate the complex dynamics of biological 

networks (Campbell and Albert, 2014; Steinway, et al., 2015). A Boolean network is 

represented by a directed graph 퐺(푉,퐴), where 푉 is a set of Boolean variables and 퐴 

is a set of ordered pairs of the Boolean variables called directed links. Each 푣 ∈ 푉 

has a value of 1 (“on”) or 0 (“off”), which represents the possible state of the 

corresponding gene, and a state of a network 퐺 is defined as a vector of the states of 

all nodes. A directed link 푒(푣 , 푣 ) ∈ 퐴 has a positive (“activating”) or negative 

(“inhibiting”) relationship from 푣  to 푣 . The value of each variable 푣  at time t + 1 is 

determined by the values of 푘  other variables 푣 ,푣 , … ,푣  with a link to 푣  at time 

t by a Boolean function 푓 : {0,1} → {0,1}; all variables are synchronously updated. 

Hence, the update rule can be written as 푣 (푡 + 1) = 푓 (푣 (푡),푣 (푡), … ,푣 (푡)). 

Here, I employed a nested canalyzing function (NCF) model (Kauffman, et al., 2003)    

(see Supporting Text A1 in Appendix A for details) to represent an update rule 푓  as 

follows: 

		푣 (푡 + 1) 

=

⎩
⎪
⎪
⎨

⎪
⎪
⎧
푂 												푖푓	푣 (푡) = 퐼 																																																																																								
푂 												푖푓	푣 (푡) ≠ 퐼 	and	푣 (푡) = 퐼 																																																									
푂 												푖푓	푣 (푡) ≠ 퐼 	and	푣 (푡) ≠ 퐼 	and	푣 (푡) = 퐼 																											

⋮
푂 											푖푓	푣 (푡) ≠ 퐼 	and	⋯ and	푣 (푡) ≠ 퐼 	and	푣 (푡) = 퐼
1 −푂 	 		표푡ℎ푒푟푤푖푠푒																																																																																											

	

 (1) 

where 퐼  and 푂  (푚 = 1, 2,⋯ ,푘 ) are called canalyzing and canalyzed Boolean 

values, respectively. The NCF model can generate various canalyzing rules which are 

ubiquitously found in molecular interactions (Harris, et al., 2002). It was also shown 

that NCFs properly fit the experimental data obtained from a literature (Kauffman, et 
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al., 2003), and many logical interaction rules inferred from gene expression data can 

be represented by NCFs (Harris, et al., 2002; Naldi, et al., 2010). For example, 133 

out of 139 rules compiled from a dataset about a transcriptional regulatory network 

(Harris, et al., 2002) and 39 out of 42 rules inferred from a dataset about signaling 

pathways (Naldi, et al., 2010) were NCFs. These imply that NCFs-embedded random 

networks can describe the network dynamics considerably similar to that of real 

Figure 2.3 – An illustrative example of calculating the attractor similarity.  
(a) A given network consists of two modules. (b) An example of analysis of attractor. (c) 

The result of calculating attractor similarity by using Hamming distance.   
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biological networks. In this study, each NCF is randomized by specifying all 퐼 s and 

푂 s between 0 and 1 uniformly at random. 

2.4.2 Boolean network dynamics and in-/out-module robustness against initial 
states perturbation 

In this model, each state 푠(푡) = (푣 (푡),푣 (푡), … , 푣 (푡)) at time 푡 transits to the 

next state 푠(푡 + 1) according to the set of update rules	퐹 = {푓 , 푓 , … , 푓 }, i.e., 

	푠(푡 + 1) = 퐹(푠(푡)),	where I randomly choose either a logical conjunction or 

disjunction for 푓  with a uniform probability distribution. For instance, if a Boolean 

variable 푣 has a positive relationship from	푣 , a negative relationship from 푣  and a 

positive relationship from	푣 , then the conjunction and disjunction update rules are 

푣(푡 + 1) = 푣 (푡) ∧	 푣̅ (푡) ∧ 푣 (푡)	and 푣(푡 + 1) = 푣 (푡) ∨ 푣̅ (푡) ∨ 푣 (푡), 

respectively. In the case of the conjunction, the value of 푣 at time 푡 + 1 is 1 only if 

the values of 푣 , 푣 	and 푣  at time 푡 are 1, 0 and 1, respectively. A state of 퐺 is 

defined as a vector of values 푣  through	푣 . A state trajectory starts from an initial 

state 푠(0) and eventually converges to either a fixed-point or limit-cycle attractor. 

Because these attractors can represent diverse biological network behaviors such as 

multistability, homeostasis, and oscillation, a change in the converging attractor can 

be interpreted as a loss of robustness. I denote the attractor converged to starting from 

an initial state 푠(0) by 〈푠〉. The network is considered to be robust against mutation at 

푣  if 〈푠〉 is equal to	〈푠 〉, where	푣̅ (= ¬푣 ) indicates the state perturbation of 푠 

subjected to	푣 . This concept to measure robustness has been widely used (Ciliberti, et 

al., 2007; Kitano, 2004; Kwon and Cho, 2008). More specifically, the robustness of a 

network	훾(퐺) is defined as follows: 

 

 훾(퐺) =
1

푁 ∙ |푆|
퐼 〈푠〉 = 〈푠 〉

∈

, 

 

 

 

where 푆 is the set of whole states (i.e. 푆 = 2 ), and 퐼(∙) is an indicator function. 

Because |푆| is a very large number, I used a sample subset 푆 ⊆ 푆 with 푆 = 2푁 

instead of 푆 to calculate	훾(퐺). Given a partition	푃 = {푉 ,푉 , … , 푉 }, I employed the 

in-module and out-module robustness of a module 푉 ,	훾 (푉 ) and 

훾 (푉 ),	respectively, defined in (Tran and Kwon, 2013) as follows: 
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 훾 (푉 ) =
1
푆

퐻 ∏ 〈푠〉,			∏ 〈푠 〉
|푉 |

∈∈

  

 

and 

 훾 (푉 ) =
1
푆

퐻 ∏ \ 〈푠〉,			∏ \ 〈푠 〉
|푉 |

∈∈

, 

 

 

 

where ∏ 〈푠〉 represents a projection operator to extract the partial attractor of a given 

subset 푉 ⊆ 푉 from an attractor 〈푠〉, and	퐻(〈푠〉, 〈푠 〉) denotes a similarity measure 

between two attractors 〈푠〉 and	〈푠 〉. More particularly, given 〈푠〉 = 푠 → 푠 → ⋯	→

	푠 and 〈푠 〉 = 푠 → 푠 → ⋯	→ 푠 (1 ≤ 푙 ≤ 푙  is assumed without loss of 

generality), 퐻(〈푠〉, 〈푠 〉)  is defined as follows:  

 퐻(〈푠〉, 〈푠 〉) =
1
푙 1−

ℎ(푠 , 푠 )
푁  

 

where ℎ is the Hamming distance (i.e. the number of different bits between two 

binary sequences). Then, the in-module and out-module robustness of a network, 

	훾 (푉 ) and	훾 (푉 ), respectively, are defined as follows: 

훾 (퐺) =
1
푀 훾 (푉 )	 

 
and 

훾 (퐺) =
1
푀 훾 (푉 ) 

 Figure 2.3 shows an example of calculating the attractor similarity. As shown in the 

figure, in-/out-module robustness of network can be calculated after all nodes have 

initial states mutation. 

2.4.3 Boolean network dynamics against update-rule mutation 

Let 퐺(푉,퐴) a Boolean network with a list of update-rules 퐹 = {푓 , 푓 , … ,푓 }. 

Every initial state converges to an attractor which can describe diverse network 

dynamics such as multi-stability, homeostasis, and oscillation (Bhalla, et al., 2002; 

Pomerening, et al., 2003). Let 훼(푠,퐺,퐹) the attractor which the initial state 푠 

converged. The network is considered as robust against a perturbation at 푣  if the 
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attractor is conserved and I herein considered an update-rule mutation which 

describes a scenario that 퐹 is changed to 퐹 = {푓 , … , 푓 , … ,푓 }, where 푓  means that 

every canalyzing and canalyzed values were flipped (i.e., all 퐼  and 푂  are changed 

into 1 − 퐼  and 1− 푂 , respectively). This update-rule mutation may represent a 

deleterious change in the function of a protein or gene (Ng and Henikoff, 2003), and 

have been used in a previous study (Le and Kwon, 2013). Then the network 

robustness 훾(퐺) is defined as follows:  

훾(퐺) =
1

푁|푆| 퐼 훼(푠,퐺,퐹) = 훼(푠,퐺,퐹 )
∈

, 

where 푆 is a set of initial states (i.e. 푆 = 2 ), and 퐼(∙) is a function which outputs 1 or 

0 if the condition is met or not, respectively. Because |푆| is a very large number, I 

Figure 2.4 An illustrative example of calculating network dynamics against 

update-rule mutation.  
The original network 퐺 (left), the same network with a update-rule mutation on node C 

(right). The arrows and bar-headed lines represent positive and negative interactions, 

respectively. The network state is represented by a vector of values of four Boolean 

variables in the sequence of (A	B	C	D). For a same initial state 푠 = (0	0	0	0), the mutated 

networks converges to a different fixed-point attractors compared to the limit-cycle 

attractor of the original network.  
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used a sample subset 푆 ⊆ 푆 with 푆 = 2푁 instead of 푆 to calculate	훾(퐺). Figure 2.4 

shows the example how to calculate network robustness against update-rule mutation. 

2.5 Structural properties of network 

2.5.1 Feedback loops 

Feedback loops (FBL), a circular chain of relationships, plays an important role in 

the dynamic behaviors of cellular signaling networks (Ananthasubramaniam and 

Herzel, 2014; Kwon, et al., 2007). Given a network, an FBL is a closed simple cycle 

in which all nodes except the starting and ending nodes, are not revisited. More 

specifically, 푣 	→	푣 	→ 	푣 	→ 	… 	→ 	 푣 	→ 	푣  is an FBL of length 퐿 (≥ 1) if 

there are links from 푣  to 푣  (푖	 = 	1, 2, . . . , 퐿) with 푣 = 푣  and 푣 ≠ 푣  for 

푗,푘{0, 1, . . . , 퐿 − 1} and 푗 ≠ 푘. The number of FBLs of a network element 푐 (a node 

or an edge) denoted as 푁푢퐹퐵퐿(푐) is the number of different FBLs involving 푐.  

2.5.2 Centrality 

Previous studies have shown that the structural centrality properties of genes/ 

interactions in biological networks can be strongly related to their importance: the 

more central a node/edge is, the more functionally important it may be. A brief 

introduction of the most well-known structural centrality measures such as degree, 

betweenness, stress, closeness, and eigenvector follows. 

 Degree (DEG) of a node denotes the number of neighbor nodes that are linked 

with it in a network. This is a local structural measure which considers only 

the immediate neighborhoods. Based on this notion, DEG of an edge is 

similarly defined as the sum of the degrees of both end nodes of the edge.  

 Betweenness (BEW) quantifies the ability of a protein to monitor 

communication between other proteins through shortest paths (Freeman, 

1977). More specifically, it is defined as follows: 

 
퐵퐸푊(푣) =

휎 (푣)
휎

∈ \{ }

 (5) 

where 휎  denotes the number of shortest paths between 푢 and 푤, and 휎 (푣) 

denotes the one such that 푣  is passed through. 
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 Edge Betweenness (EBEW) is defined as the relative number of shortest paths 

between pairs of nodes that run along an edge (Girvan and Newman, 2002), 

similar to Betweenness of a node (Freeman, 1977). EBEW has been used as an 

important edge centrality measure of a network in previous studies (de Reus, 

et al., 2014; Zhang, et al., 2014). 

 Stress (STR) is based on the enumeration of shortest paths (Shimbel, 1953), 

and is similar to Betweenness; however, instead of summing up the relative 

number of shortest paths for each pair of proteins, stress counts the absolute 

number of shortest paths. This gives an approximation of the amount of 

‘work’ or ‘stress’ the protein has to sustain in the network: 

 푆푇푅(푣) = 휎 (푣)
∈ \{ }

. (6) 

 Closeness (CLO) uses the sum of the minimal distances from a protein to all 

other proteins. The closeness measure is defined as the reciprocal of this sum: 

 
퐶퐿푂(푣) =

1
∑ 푑푖푠푡(푣,푢)∈ \{ }

 (7) 

where 푑푖푠푡(푣, 푢) denotes the length of the shortest paths between 푣 and 푢. 

 Eigenvector (EIG) is defined as the principal eigenvector of the adjacency 

matrix, 퐷, of the network. It simulates a mechanism in which each node 

affects all of its neighbors simultaneously. Given the adjacency matrix 퐷, the 

eigenvector (푒) and eigenvalue (훬) are obtained via the equation 훬푒 = 퐷푒. Let 

푒  be the eigenvector corresponding to the largest (principal) eigenvalue. 

Then, the eigenvector-based centrality of a protein can be denoted by the ith 

component of 푒 : 

 퐸퐼퐺(푣) = 푒 (푣). (8) 

2.6 Related works 

2.6.1 Cytoscape Plugins 
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There have been many softwares and tools introduced for bioinformatics (Brazas, 

et al., 2011). A set of them mainly focused on visualization (Suderman and Hallett, 

2007) or modeling (Alves, et al., 2006) biological networks. Among them, Cytoscape, 

a free open-source software platform, is a state-of-the-art tool, which was offered at 

the first time for integrated models of biomolecular interaction networks (Shannon, et 

al., 2003). It was extended with new features of data integration and network 

visualization (Smoot, et al., 2011) or Cytoscape Web (Lopes, et al., 2010). One of the 

interesting features is extendibility by adding novel plugins which are usually 

implemented by developers for particular tasks. An existence of a large amount of 

plugins makes Cytoscape become a very powerful tool, which is not only for data 

integration and network visualization, but also for data analysis.  Interoperation of 

these plugins also makes Cytoscape become an entire solution for some 

Figure 2.5 – Cytoscape, an environment for data integration, network analysis 

and visualization. 
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bioinformatics problems (Cline, et al., 2007). Figure 2.5 shows the interface of 

Cytoscape. 
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CHAPTER 3. MORO: A CYTOSCAPE APP FOR 

RELATIONSHIP ANALYSIS BETWEEN MODULARITY 

AND ROBUSTNESS IN LARGER-SCALE SIGNALING 

NETWORKS 

3.1 Overview 

Many plugins based on the Cytoscape platform have been developed for 

modularity analysis in biological networks such as clusterMaker (Morris, et al., 2011), 

Moduland (Szalay-Bekő, et al., 2012), NCMine (Tadaka and Kinoshita, 2016), 

PEPPER (Winterhalter, et al., 2014), GIANT (Cumbo, et al., 2014), and NeMo 

(Rivera, et al., 2010). However, they focus only on the structural analysis of a 

network and its visualization. These plugins have a limitation, though, in that they 

focus only on the structural analysis of a network and its visualization, without any 

consideration of dynamics analysis. This restricts their use to undirected networks 

such as protein–protein networks, or to analysis of directed networks that ignores the 

direction information. 

Previous studies showing that dynamical behaviors, particularly robustness, of 

biological networks can be highly affected by their modularity characteristics. For 

instance, a recent study reported that a modular organization of cancer signaling 

networks is associated with the patient survivability, which suggests a relationship 

between modularity and network robustness (Takemoto and Kihara, 2013). Also, the 

robustness against state perturbations of a human signaling network was negatively 

correlated to network modularity (Tran and Kwon, 2013). Therefore, I devised a 

novel Cytoscape app called MORO that can analyze a relationship between dynamical 

robustness and structural modularity in biological networks represented by directed 

graphs. In addition, to make it possible to analyze very large-scale networks, I 

implemented the robustness computation portion of the app as a parallel algorithm by 

using the OpenCL library. It was also designed to efficiently visualize how the 

detected modules are located relative to each other. Furthermore, it elucidates analysis 

results of centrality and gene ontology (GO) enrichment of modules. Moreover, it 

provides a batch-mode simulation function to validate whether a result observed in a 
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biological network is consistently conserved in many randomly organized networks. 

Moreover, I found some GO terms which are differently enriched between the largest 

module and the rest of the modules, and it was shown that the module size is 

positively correlated with five centrality values. 

3.2 Implementation 

3.2.1 The Overall process of MORO App 

Figure 3.1 illustrates the main process of my app. First, a directed network is 

loaded for analysis. Next, the app computes the modularity and robustness of the 

network. In particular, the robustness algorithm was implemented in parallel 

computation by using the OpenCL library. The results can be visualized in three 

modes: a detailed visualization mode, a brief visualization with absolute relations, and 

Figure 3.1 – The overall process to analyze the relationship between the 

network robustness and modularity in MORO.  

After a directed network is loaded for analysis, the network modularity and robustness are 

calculated. In particular, the time consuming part is processed in parallel by using multi-

core CPU or GPU. The analysis result can be checked by three types of visualization 

modes and a summary table. The centrality values and GO analysis of modules are 

additionally provided.  
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a brief visualization with relative relations. Also, the results can be summarized in 

tables that include centrality and gene ontology analyses. Details of this process are 

given in the following subsections. 

3.2.2 Parallel computation of robustness 

In my app, I employed a Boolean network model to compute robustness. In 

particular, I further calculated in-module and out-module robustness which represent 

how much the module subject to a perturbation and the groups of other modules, 

respectively, are robust against the perturbation. Unfortunately, it is very time-

consuming to compute robustness. To reduce the running time, I implemented the 

robustness calculation part of the app as a parallel algorithm by using the OpenCL 

library (see Appendix B for the pseudo-code). 

3.3 A batch-mode simulation on random Boolean networks 

I developed a function for a batch-mode simulation on random Boolean networks 

(RBNs) to examine if a finding in biological networks holds in RBNs or not similarly 

in a previous study (Campbell and Albert, 2014; Kwon and Cho, 2008; Kwon and 

Cho, 2008; Kwon, et al., 2007; Le and Kwon, 2011; Le and Kwon, 2013; Trinh and 

Kwon, 2015; Trinh, et al., 2014). The batch-mode simulation requires two steps for 

configuring parameters. The first step is to select an RBN generation model from 

among five models: Barabási-Albert (BA) model (Barabási and Albert, 1999), Erdős-

Rényi (ER) model (Erdős and Rényi, 1959), an Erdős-Rényi variant model (Le and 

Kwon, 2011) and two shuffling models (Le and Kwon, 2013; Maslov and Sneppen, 

2002; Maslov, et al., 2002), and the second step is to set the number of considered 

initial-states and the type of update-rule schemes (see the subsection “Robustness 

dynamics in a Boolean network model” for details). Once computations of modularity 

and robustness are completed, all results are saved in a resulting file, 

“net_based_result.txt” which describes modularity and robustness results of each 

RBN (see Supporting Text A2 in Appendix A for details).  

3.4 Visualization of relations between modules 

My app provides three types of visualizations to show the relationship between 

modules. The first type is a detailed visualization mode in which all nodes and 

interactions of the loaded network are shown and the nodes are grouped into modules 
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placed by using the Cytoscape group attributes layout. The second type is a brief 

visualization mode with absolute relations, in which a group node corresponds to a 

detected module and the weight of a link between group nodes denotes the number of 

interactions between a pair of modules. The last mode is the same as the second mode 

except that the weight of a link denotes the ratio of the number of interactions 

between a pair of modules to the maximal possible number of interactions between 

them, that is	푤/(푛 푛 ), where 푤 is the number of actual interactions between the pair 

of modules, and 푛  and 	푛  are the numbers of nodes included in each of the modules.  

3.5 Module centrality and GO analysis 

Many previous studies have shown that the centrality properties of genes/proteins 

in biological networks are strongly related to their functional roles in a topological or 

dynamical sense. To extend this concept to module-based centrality analysis, I 

implemented a function to examine five centrality measures including degree (Jeong, 

et al., 2001), closeness (Wuchty and Stadler, 2003), betweenness (Freeman, 1977), 

stress (Shimbel, 1953) and eigenvector (Bonacich, 1987) of modules (See centrality 

Figure 3.2 – User interface for a batch-mode simulation on RBNs. 

There are two steps for configuring parameters of the batch-mode simulation: 

selecting an RBN generation model, setting the number of considered initial-states 

and the type of update-rule schemes. 
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section of CHAPTER 2 for more detail). Besides, I developed a GO analysis function 

to compare the functional difference between two groups of modules. To this end, I 

first identify two groups of genes by selecting some modules of interest. Then, Entrez 

gene id is mapped to UniProtKB by utilizing the web service at 

http://www.uniprot.org/ (Consortium, 2015), and all relevant GO terms are extracted 

by using the web service at http://www.ebi.ac.uk/QuickGO/ (Binns, et al., 2009). 

Finally, GO terms which are most differently enriched between the two gene groups 

are listed in a table or exported into a text file. 

3.6 Results 

3.6.1 Analysis of modularity and robustness 

The analysis and visualization results of the STKE and HSN networks are shown 

in Figure 3.3 and Figure S3.1 in Appendix C, respectively. In particular, Figure 3.3(a) 

and Figure S3.1(a) (in Appendix C) explain various summarized results including the 

number of modules, modularity, robustness, in-/out-module robustness, and centrality 

values. Specifically, the number of modules were 16 and 22, the modularity values 

were 0.72825 and 0.54534, and the robustness values were 0.67721and 0.75400 in the 

STKE and HSN networks, respectively. By selecting the visualization option, I can 

observe the relation between the detected modules in three different modes: a detailed 

mode (Figure 3.3(b) and Figure S3.1(b) in Appendix C), a brief mode with absolute 

relations (Figure 3.3(c) and Figure S3.1(c) in Appendix C), and a brief mode with 

relative relations (Figure 3.3(d) and Figure S3.1(d) in Appendix C). In the detailed 

mode, each module is represented by a circular group of genes and all interactions 

between the genes are presented in the network. In other words, the visualized 

network is actually same with the first given network except that the genes belonging 

to a same module are located close to each other. On the other hand, each module is 

represented by a single node and a relation between modules is represented by a 

directed link in both of the brief modes. The only difference between the two brief 

modes is that the weight of a link means the number of interactions between a pair of 

modules in the brief mode with absolute relations, whereas it means the ratio of the 

number of interactions between a pair of modules to the maximal possible number of 

interactions between them. By properly specifying the appearance ratio parameter 

which is defined the ratio of the number of interactions to be visible over the total 

http://www.uniprot.org/
http://www.ebi.ac.uk/QuickGO/
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number of interactions between modules, I can retrieve more reduced  information 

about the brief relations between modules. For example about the STKE network, 

Figures 3.3(e) and 3.3(f) shows the visualization results reduced from Figures 3.3(c) 

and 3.3(d), respectively, by specifying the appearance ratio to 0.3. Then, I can 

Figure 3.3. Analysis results of the STKE network by MORO.  

(a) A summary table. (b) A total of 16 modules each of which is represented by a circular 

list of genes. (c)-(d) Results of the brief visualization mode with absolute and relative 

relations, respectively. (e)-(f) The reduced visualization results.  
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identified which module is strongly interacting with or isolated from other modules 

(see Figure S3.1(e) and Figure S3.1(f) in Appendix C for the result of the HSN 

network). 

To validate effectiveness of my app, I also conducted the same case study about 

large-scale signaling networks as in a previous study (Tran and Kwon, 2013) which 

reported that the network modularity tends to be negatively correlated to the 

robustness against state perturbations. To reproduce such a negative relationship 

between network modularity and the robustness in this study, I generated 6,400 

random Boolean networks and computed the robustness and the modularity of each 

network by using MORO. I note that this extensive simulation could be conducted in 

a practical time by the parallel implementation of main functions in MORO. As a 

result, I could observe the same negative relationship between the modularity and the 

robustness, consistent to the result in (Tran and Kwon, 2013) (see Figure S3.2(a) in 

Appendix C). In addition, I observed that the results of STKE and HSN are very close 

to the trend line of the random Boolean networks. Moreover, I could also observe that 

the in-module robustness is clearly negatively correlated with the network modularity 

(Figure S3.2(b) in Appendix C), whereas the out-module robustness is not (Figure 

S3.2(c) in Appendix C). In addition, the in-module robustness was positively 

correlated with the network robustness (Figure S3.2(d) in Appendix C), whereas the 

out-module robustness was not (Figure S3.2(e) in Appendix C). As explained in the 

previous study, I could also conclude that the negative relationship between network 

robustness and modularity is mainly caused by the relationship between in-module 

robustness and network modularity through intensive simulations using my app. 

Figure 3.3 shows the analysis results of the STKE network by MORO. In particular, 

subfigure (a) is a summary table which shows modularity and robustness results in 

module and network levels are listed in the upper and the lower tables, respectively. 

Subfigure (b) is the result of the detailed visualization mode. I found a total of 16 

modules each of which is represented by a circular list of genes. Two subfigures (c 

and d) are results of the brief visualization mode with absolute and relative relations, 

respectively. Each module is represented by a single group node whose radius is 

proportional to the number of nodes belonging to the module. The weight of a link 

denotes the number of interactions between the corresponding pair of modules and the 

ratio of the number of interactions between a pair of modules to the maximal possible 
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 number of interactions between them in subfigures (c and d), respectively. Subfigures 

(e and f) are the reduced visualization results. They are subnetworks induced from 

subfigures (c and d), respectively, by removing all links except about 30% of links 

with the highest weight values (This is performed by specifying the appearance ratio 

parameter in MORO). 

3.6.2 Time performance analysis 

To show the computational cost of MORO, I examined the running time in 

calculating robustness and modularity in the HSN and STKE networks. I tested the 

app on a system with an NVIDIA GeForece GTX 680 GPU with 1,536 processor at 

1GHz, seven-core Intel(R) Core i7-4770K CPU 3.50 GHz, and 16 GB of memory. 

Table 3.1 shows the result. In case of the HSN network, the speedup by the GPU-

based parallel computation over the single-CPU was slightly greater than that by 

multi-core CPU, and both speedups were proportional to the number of considered 

initial states. On the other hand, it is interesting that the speedup by multi-core CPU 

was greater than that by GPU, and both were not proportional to the number of initial 

states in case of the STKE network. I infer that the analysis of the STKE network was 

terminated before the parallel computation power is fully utilized due to the relatively 

small size of the network. Taken together, I can efficiently analyze the relation 

Table 3.1. Running time of MORO.  

A total of running time to compute robustness and modularity is compared among 

single-CPU, multi-core CPU, and GPU options. Time is formatted as hh:mm:ss. 

 

HSN network 

Number of considered 
initial-states (S) 

Single CPU  
(A) 

Multi-core 
CPU (B) 

Speedup 
(A/B) 

GPU 
(C) 

Speedup 
(A/C) 

50 467:00:15 00:10:13 2744 00:09:58 2925 
100 934:52:07 00:20:01 5488 00:19:16 5850 
150 1401:47:01 00:30:39 8232 00:28:75 8775 
200 
1000 

1869:03:03 
9345:16:06 

00:40:52 
03:24:33 

10976 
54880 

00:38:38 
03:11:01 

11700 
58500 

 
STKE network 

Number of considered 
initial-states (S) 

Single CPU  
(A) 

Multi-core 
CPU (B) 

Speedup 
(A/B) 

GPU 
(C) 

Speedup 
(A/C) 

50 01:22:50 00:00:06 825 00:00:13 380 
100 02:45:00 00:00:10 990 00:00:24 412 
150 04:07:15 00:00:14 1060 00:00:35 424 
200 05:30:00 00:00:18 1100 00:00:46 430 
1000 27:30:00 00:01:27 1137 00:03:40 450 
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between robustness and modularity in large-scale networks by parallel computation 

with two options, multi-core CPU and GPU.  

3.6.3 Module centrality analysis 

After I obtain the modular structure of a network, I can analyse the centrality of 

modules based on the brief mode visualization result. Specifically, I consider a 

module network where a node and a link represent a module and the set of 

interactions between a pair of modules, respectively. Then, I can examine five well-

known centrality values such as degree, closeness, betweenness, stress, and 

eigenvector in the module network. In this case study, I examined the change of the 

centrality values against the module size, which is defined by the number genes 

belonging to a module, in the STKE (Figure 3.4) and HSN (Figure S3.3 in Appendix 

C) networks. It is interesting that all centrality measures or all except closeness 

Figure 3.4 Changes of module centrality values against the module size in the 

STKE network.  
(a)-(e) Results with respect to  degree, closeness, betweenness, stress, and eigenvalue. The 

module size which is defined as the number of nodes belonging to the module showed 

positive relationships with all module centrality measures. The correlation coefficients in 

(a)-(e) were 0.75339, 0.564168, 0.599553, 0.657316, and 0.511411, respectively, with all 

p-value < 10-4.            
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showed the positive relations with the module size in the STKE and HSN networks, 

respectively. In other words, the module was likely to be more central as the module 

size gets larger. To investigate if this property is reserved in random networks, I  

generated two groups of 100 random networks by shuffling interactions of the STKE 

and HSN networks while preserving a degree distribution, and examined the change 

of the centrality values against the module size (see Figures S3.4 and S3.5 in 

Appendix C). Similar to the result in the signaling networks, the module size was 

positively correlated with the centrality values in the random networks. This suggests 

that the hub modules might play an important role in the community network (Estrada 

and Rodríguez-Velázquez, 2005; Kim and Anderson, 2012; Li, et al., 2015).  

Additionally, I examined the relationship between the in-/out-module robustness and 

the module centrality values in the STKE and HSN networks (see Figures S3.6 and 

S3.7 in Appendix C). Unlike the relation with the module size, the in-/out-module 

robustness was not significantly correlated with the centrality values. In other words, 

the centrality of modules cannot indicate the in-/out-module robustness in the 

signaling network. 

3.6.4 GO analysis 

It is possible to analyze GO enrichment (Consortium, 2008) by using MORO. To 

show this function, I first specified two groups of genes, which consist of the genes in 

the largest module (1,042 genes) and the rest of genes (4,401 genes), respectively, in 

Table 3.2. GO analysis in the HSN network.  

GO terms which are significantly enriched between the largest module and the rest 

of modules are listed. All P-values are calculated by using a z-test. 

Category GO Terms The largest module The rest of genes P-value 
  No. of genes       %  No. of genes      

% 
 

Cellular 
component 

Cytoplasm  161 20.33 767 16.49 0.00794 
Nucleus 230 29.04 531 11.42 0 
Protein complex 26 3.28 83 1.79 0.0054 

Molecular 
Function 

Protein binding 249 31.44 1115 23.97 0.00001 
Metal ion binding 85 10.73 351 7.55 0.00227 
Nucleotide binding 58 7.32 234 5.03 0.00814 
DNA binding 127 16.04 150 3.23 0 

Biological 
Process 

Gene expression 40 5.05 139 2.99 0.00263 
Viral process 38 4.80 132 2.84 0.00338 
Regulation of 
transcription, DNA-
templated 

115 14.52 177 3.81 0 
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the HSN network. Table 3.2 shows all GO terms which were more enriched in the 

largest module than in the others: cytoplasm, nucleus, and protein complex in cellular 

component terms; protein, metal ion, nucleotide, and DNA bindings in molecular 

function terms; gene expression, viral process, and regulation of DNA-templated 

transcription in biological processes terms. As a result, MORO can provide the useful 

information about GO analysis between any two groups of modules.  

3.7 Conclusions 

Many recent reports have reported that robust behavior against mutations might be 

correlated to the modularity of a signaling network. Motivated by these results, I 

developed a novel Cytoscape app called MORO, which can analyze the relationship 

between network robustness and modularity. I implemented it in parallel by using the 

OpenCL library to allow application to very-large-scale networks. In addition, my app 

can provide information about topological relations between modules by means of 

various visualization modes and centrality analysis. MORO includes also five 

centrality measures which can examine how centrally each module is positioned in 

terms of relations among the modules. Moreover, it can conveniently analyze the gene 

ontology enrichment of modules only if Entrez id of gene is given. A batch-mode 

simulation function was also included to allow verification of whether a finding is a 

design principle of random networks. 
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CHAPTER 4. INVESTIGATION ON CHANGES OF 

MODULARITY AND ROBUSTNESS BY EDGE-

REMOVAL MUTATIONS IN SIGNALING NETWORKS 

4.1 Overview 

Robustness and modularity are key properties to understand complex dynamics in 

large-scale biological networks. It is also notable that these properties can be changed 

by structural mutations because they are highly dependent on the network structure. 

Although these previous studies found interesting relations between the robustness 

and the modularity, there are some issues needed to be investigated as follows. The 

first issue is that there is little known knowledge about changes of the modularity and 

the robustness. Another interesting issue is that there is little known about motifs 

which indicate the changes of the modularity, the robustness, or both. The last issue is 

that there was no previous study to compare sets of nodes or interactions which 

efficiently control the changes of the modularity and the robustness. This can be 

impressive because the result can be used to identify functionally important nodes or 

interactions such as drug targets.     

In this work, I tried to investigate the changes of the modularity and the 

robustness by edge-removal mutations in signaling networks. I first found that both 

the modularity and the robustness increased on average against edge-removal 

mutations, but the change of modularity is negatively correlated with the change of 

robustness. More intriguingly, the modularity change was positively correlated with 

the degree, the number of FBLs, and the edge betweenness of removed edges, 

whereas the robustness change was negatively correlated with them. Additionally, I 

found that these findings are consistently conserved in the random networks. 

Moreover, I identified two groups of genes which are incident to the highly-

modularity-increasing and the highly-robustness-decreasing edges against the edge-

removal mutations, respectively, and observed that they are likely to be central by 

forming a considerably large connected component. The gene-ontology enrichment of 

each of the gene groups was clearly different from the rest of genes. Finally, I found 

that the highly-robustness-decreasing edges can be promising edgetic drug-targets.  
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4.2 Change of modularity and robustness by edge-removal mutations  

This study focuses on how the modularity and the robustness of a network are 

changed by edge-removal mutations. Let 푚 	and	푟  be the modularity and the 

robustness of the wild-type network, respectively. Given a removal rate parameter 푛 

(%), the mutant network is constructed by simultaneously removing approximately 

푛	percent of a total number of edges from the wild-type network. Then let 푚  and 푟  

be the modularity and the robustness of the mutant network. I defined the changes of 

the modularity and the robustness by the edge-removal mutations as (푚 −푚 ) and 

(푟 − 푟 ), respectively. An illustrative example of the notion about the changes of 

modularity and robustness by edge-removal mutations is shown in Figure 1.2.  

4.3 Software for statistical tests 

In this study, IBM SPSS statistics (SPSS, 2012) was used to conduct all statistical tests.  

4.4 Results 

4.4.1 Relationship between changes of modularity and robustness by 
edge-removal mutations 

I first investigated the changes of the modularity and the robustness by edge-

removal mutations in three real networks T-LGL, STF, and HIV-1 (see section 4.2 for 

more detail), and the results are shown in Figure 4.1 (T-LGL) and Figures S4.1 and 

S4.2 (STF and HIV-1, respectively) in Appendix C. In this study, I computed the 

average changes of the modularity and the robustness values over 5,000 trials of edge-

removal mutations. In addition, I varied the removal rate, which denotes the 

percentage of the number of removed edges over the total number of edges, from 1% 

to	5%. I first tested whether the average changes are significantly positive using one-

sample t-test. I note that the average changes were normally distributed, as assessed 

by Kolmogorov-Smirnov’s test (see Figures S4.3-S4.5 in Appendix C for details) and 

there were no or very few significant outliers, as assessed by a boxplot inspection (see 

Figures S4.6-S4.8 in Appendix C for details). As shown in Figure 4.1(a), I observed 

that both average changes were positive for all removal rates, which means that the 

modularity and the robustness values were increased by edge-removal (All P-values < 

0.0001; see Figure S4.1(a) and Figure S4.2(a) in Appendix C for the results of STF 
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 and HIV-1 networks, respectively).  

 Figure 4.1. Analysis of the changes of the modularity and the robustness by 

edge-removal mutations in T-LGL signaling network.  
The removal rate of edges was varied from 1% to 5% (More specifically, the numbers of 

removed edges were 2, 3, 4, 5, and 7, respectively, among a total of 142 edges). For each 

removal rate, 5,000 trials of edge-removal were examined. See Appendix C: Fig. S4.1 and 

S4.2 for the analysis results of STF and HIV-1 signaling networks. (a) Results of average 

changes of the modularity and the robustness against the removal rate of edges. Y-axis value 

and error bar represents the average and the standard deviation divided by the square root of 

the sample size (5000), respectively. Both average values were significantly larger than zero 

(All P-values <0.0001 using one-sample t-test). The one-sample t-test was valid because the 

average values were normally distributed (see Appendix C: Fig. S4.3) and there were no or 

very few significant outliers (see Appendix C: Fig. S4.6). (b)-(c) Relationship between the 

changes of the modularity and the robustness in the case that the removal rate is 1% and 

2%, respectively. A significant negative relationship was observed (Correlation coefficients 

were -0.33042 and -0.31208 in (b) and (c), respectively, with all P-values <0.0001). This 

relationship was consistently observed for larger removal rates (see Appendix C: Fig. S4.9). 

(d) A trend of correlation coefficients between the changes of the modularity and the 

robustness against the removal rate of edges. 
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In addition, the increase of the robustness was positively related to the removal rate. 

To examine the relationship between the changes of modularity and robustness 

values, I scattered them in the cases that the removal rate is 1% (Fig. 4.2(b)) and 2% 

(Fig. 4.2(c)). Intriguingly, there was a negative correlation between the modularity 

change and the robustness change, and this was consistently observed in the cases of 

larger removal rates (see Appendix C: Fig. S4.9) and the other networks (see 

Appendix C: Fig. S4.1(b)-(c)) and Fig. S4.2(b)-(c)). Figure 4.1(d) shows the trend of 

the correlation coefficient values between the changes of modularity and robustness 

values against the removal rate, and I observed that they were significantly negative 

irrespective of the removal rates (see Appendix C: Fig. S4.1(d) and S4.2(d) for the 

results of STF and HIV-1 networks, respectively). Actually, the negative relationship 

between the modularity and the robustness in signaling networks was observed in 

previous studies (Tran and Kwon, 2013; Truong, et al., 2016). However, it should be 

noted that the previous finding does not imply any relation between the changes of the 

modularity and the robustness by edge-removal mutations. To further examine if the 

negative relationship I found is a general property in randomly structured networks, I 

generated three sets of 100 random networks shuffled from T-LGL, STF, and HIV-1 

(see Chapter 2 for more detail), and could observe consistent (see Appendix C: Fig. 

S4.10). This implies that such the negative relation between the changes of the 

modularity and the robustness can be regarded as a general principle conserved in 

randomly structured networks.  

4.4.2 Structural characteristics to affect the changes of the modularity and the 
robustness 

I showed that the changes of the modularity and the robustness are correlated 

when a network is subject to edge-removal mutations. To reveal structural 

characteristics to affect the changes of the modularity and the robustness, I 

investigated the correlations of each of the changes of the modularity and the 

robustness with each of three edge- based structural properties, DEG, NuFBL and 

EBEW (see Chapter 2 for the definitions) in T-LGL signaling network (Fig. 4.2; see 

Appendix C: Fig. S4.11 and S4.12 for the results of STF and HIV-1, respectively). In 

Fig. 4.2, average DEG, NuFBL, and EBEW values of the removed edges over 5000 

trials with 1% of the removal rate were examined. Intriguingly, I found that the 

change of the modularity is positively correlated with the average DEG, EBEW and 
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NuFBL of removed edges (The correlation coefficients in Fig. 4.2(a)-(c) were 

0.24708, 0.13786, and 0.11720, respectively, with all p-values<0.001). That is to say, 

removing edges with a higher degree, EBEW, or NuFBL is more likely to increase the 

network modularity. These results can be relevant to previous results. For example, 

the edges with high betweenness values are most likely to lie between subgraphs 

(Yoon, et al., 2006), and thus removing those edges could make a network more 

separately or more modularized. I also found that the change of the robustness is 

negatively correlated with the average DEG, EBEW and NuFBL of the removed 

edges (The correlation coefficients in Fig. 4.2(d)-(f) were -0.21738, -0.14694, and -

0.10537, respectively, with all p-values<0.0001). In other words, removing edges with 

Figure 4.2. Relationship of each of the changes of the modularity and the 

robustness with the edge-based structural properties in T-LGL signaling 

network.  
The removal rate was set to 1%, and a total of 5,000 trials of removals were examined. (a)-(c) 

Relations of the change of modularity with edge-based degree, EBEW, and NuFBL, 

respectively. The change of modularity was significantly positively correlated with all 

structural properties (Correlation coefficients were 0.22443, 0.14564, and 0.12888, 

respectively, with all P-values<0.0001). (d)-(f) Relations of the change of robustness with 

edge-based degree, EBEW, and NuFBL, respectively. The change of robustness was 

significantly negatively correlated with all structural properties (Correlation coefficients were 

-0.18050, -0.15030, and -0.07933, respectively, with all P-values<0.0001). 
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a higher degree, EBEW, or NuFBL is more likely to decrease the network robustness. 

These results can be 

Figure 4.3. Topological distributions of High-MI/High-RD edges and their 

incident nodes in T-LGL signaling network.  

(a)-(b) Distributions of High-MI and High-RD edges, respectively, and their incident nodes. 

(c)-(d) Subgraphs with respect to High-MI-incident and High-RD-incident nodes, 

respectively. Red link and yellow node represent High-MI edge and High-MI-incident node, 

respectively, in both (a) and (c), whereas they represent High-RD edge and High-RD-incident 

node, respectively, in both (b) and (d). (see Appendix C: Fig. S4.16-S4.17 for the results of 

STF and HIV-1 networks.). 
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compared with some previously known results regarding node-based mutations. For 

example, some studies reported that a node involving more FBLs is likely to be 

sensitive against node-based mutations. To show that these results hold in random 

networks, I generated three sets of 100 random Boolean networks each of which was 

shuffled from T-LGL, STF, and HIV-1 networks, respectively. Through extensive 

simulations with the removal rate of 1%, I could observe consistent results (see 

Appendix C: Fig. S4.13-S4.15, All P-values<0.0001 using t-test). In other words, the 

degree, the edge-betweenness and the number of FBLs were positively correlated with 

the change of the modularity whereas they were negatively correlated in the random 

networks. It means that those structural characteristics might be a vital factor in 

controlling both the changes of the modularity and the robustness. 

4.4.3 Topological distribution of highly modularity-increasing and robustness-
decreasing edges by removal mutations 

In the previous subsection, it was shown that the change of the modularity is 

positively correlated with the degree, the edge betweenness, and the number of 

involved FBLs with respect to the removed edges whereas the change of robustness is 

negatively correlated with them. From these results, I hypothesized that the edges 

whose removal will increase the modularity or decrease the robustness tend to be 

centrally located in signaling networks. To validate this hypothesis, I first specified 

“Highly-modularity-increasing” (High-MI) and “Highly-robustness-decreasing” 

(High-RD) sets of edges as follows: I examined the changes of the modularity and the 

robustness over 5000 trials of edge-removal mutations with 1% removal rate, and 

collected top-K set of edges among them in an increasing (resp. decreasing) order of 

the change of the modularity (resp. the robustness). Considering the distributions of 

the change of the modularity (resp. robustness), K was chosen to 20, 20, and 18 (resp., 

31, 18, and 16) for T-LGL, STF, and HIV-1 networks, respectively. Then High-MI 

(resp. High-RD) denotes the union of the edges each of which was included in the 

modularity-increasing (resp. robustness-decreasing) top-K edges. Accordingly, I 

identified High-MI (High-RD) groups consisting of 22, 79, and 42 edges (resp. 30, 69, 

and 33 edges) in T-LGL, STF, and HIV-1 networks, respectively. Furthermore, I 

defined High-MI-incident (High-RD-incident) group which is a set of genes incident 

to an edge in the High-MI (resp. High-RD) edge group, and found the number of 

genes in the High-MI-incident (resp. High-RD-incident) were 29, 81, and 59 (resp. 
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 33, 72, and 48) in T-LGL, STF, and HIV-1 networks, respectively. The topological 

Figure 4.4. Comparison of node-based centralities between High-MI-

incident/High-RD-incident group and the rest of genes in the signaling networks. 
(a)-(e) Results of node-based degree, betweenness, stress, closeness, and NuFBL, 

respectively, with respect to High-MI-incident group. (f)-(j) Results of node-based degree, 

betweenness, stress, closeness, and NuFBL, respectively, with respect to High-RD-incident 

group.  
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distributions of High-MI and High-RD edge sets in T-LGL, STF, and HIV-1 networks 

are shown in Figure 4.3 and Fig. S4.16-S4.17 in Appendix C, respectively. As 

expected, it was observed that the edges in High-MI and High-RD groups are likely to 

be located at the centre of the signaling network. In order to more clarify this 

Table 4.1. Results of GO analysis between High-MI-incident/High-RD-incident 

group and the rest of genes in T-LGL signalling network. 

All P-values using Bonferroni test (see Appendix D: Table S4.1 and S4.2 for the 

results of STF and HIV-1 signaling networks).    

Type of 

GO 

analysis 

GO term 
High-MI-

incident (%) 

The rest 

of genes 

(%) 

P-value 

Modularity 

change 

Non-membrane spanning protein 

tyrosine kinase activity 

75.00 25.00 5.4E-6 

Positive regulation of peptidase activity 57.62 48.01 3.4E-12 

Positive regulation of adaptive immune 

response 

75.00 25.00 34.0E-6 

Regulation of immunoglobulin mediated 

immune response 

75.00 25.00 2.9E-6 

Phosphatase binding 85.71 14.29 72.0E-9 

Protein phosphatase binding 83.33 16.67 260.0E-9 

Cytokine receptor binding 64.29 35.71 2.1E-15 

Death receptor binding 60.00 40.00 960.0E-

12 

 

GO term 
High-RD-

incident (%) 

The rest 

of genes 

(%) 

P-value 

Robustness 

change 

Positive regulation of cysteine-type 

endopeptidase activity 

63.62 42.41 24.0E-12 

Positive regulation of peptidase activity 67.22 38.41 3.4E-12 

Response to nicotine 60.00 40.00 200.0E-9 

Regulation of adaptive immune response 83.33 16.67 540.0E-9 

Positive regulation of apoptotic signaling 

pathway 67.22 38.41 13.0E-12 

Regulation of NIK/NF-kappaB signaling 75.00 25.00 5.4E-6 

Necroptotic signaling pathway 79.25 26.42 380.0E-9 

Extrinsic apoptotic signaling pathway in 

absence of ligand 66.84 40.11 

370.0E-

12 
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observation, I compared node-based centrality values between each set of High-MI-

incident and High-RD-incident groups and the set of rest genes. Specifically, I 

computed average degree, node-based betweenness (Freeman, 1977), stress (Shimbel, 

1953), closeness (Wuchty and Stadler, 2003), and the number of involved FBLs 

(Kwon and Cho, 2008) for each group of nodes (Fig. 4.4). As depicted in the figure, I 

found that genes of High-MI-incident and High-RD-incident groups showed higher 

degree, node-based betweenness, stress, closeness, and the number of FBLs than the 

rest of genes (Only three cases among 30 comparisons did not show significant 

differences.) In other words, the genes incident to the interactions whose greatly 

increase the modularity or decrease the robustness tends to be central in the signaling 

network. Additionally, I visualized the connectedness of edges of High-MI and High-

RD groups by projecting them into a subnetwork from T-LGL (see Fig. 4.3(c) and (d) 

in Appendix C, respectively), STF (see Fig. S4.16(c) and (d) in Appendix C, 

respectively), and HIV-1 (see Fig. S4.17(c) and (d) in Appendix C, respectively) 

networks. As shown in the figures, every subnetwork forms a single connected 

component. This implies that the highly modularity-increasing or robustness-

decreasing edges with respect to edge-removal mutations are closely located in 

signaling networks. Figure 4.4 shows comparison of node-based centralities between 

High-MI-incident/High-RD-incident group and the rest of genes in the signaling 

networks. Subfigures from (a) to (e) show results of node-based degree, betweenness, 

stress, closeness, and NuFBL, respectively, with respect to High-MI-incident group. 

In each subfigure, “The rest of genes” means non “High-MI-incident” genes. 

Subfigures from (f) to (j) show results of node-based degree, betweenness, stress, 

closeness, and NuFBL, respectively, with respect to High-RD-incident group. In each 

subfigure, “The rest of genes” means non “High-RD-incident” genes. For all 

subfigures, Y-Axis value and error bar represents the average and 95% confidence 

interval, respectively. Genes belonging to High-MI-incident and High-RD-incident 

group showed higher degree, node-based betweenness, stress, closeness, and the 

number of involved feedback loops than the rest of genes (All P-values<0.05 except 

stress of STF in (c), closeness of HIV-1 in (d), and NuFBL of T-LGL in (j)). 

4.4.4 Gene ontology analysis of a set of genes incident to highly-modularity-
increasing or highly-robustness-decreasing edges 
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I conducted Gene Ontotlogy (GO) enrichment analysis (The Gene Ontotlogy 

Consortium, 2008) using ClueGO tool (Bindea, et al., 2009) to investigate the 

locational and functional characteristics of sets of High-MI-incident and High-RD-

incident genes. The results are shown in Table 4.1 (see Appendix D: Table S1-S2). 

Some GO terms such as protein tyrosine kinase and peptidase activity are more highly 

observed in High-MI-incident and High-RD-incident groups. The former is an 

enzyme which transfers a phosphate group from adenosine triphosphate to a protein in 

a cell, and the latter is catalysis of the hydrolysis of a peptide bond. In addition, High-

MI-incident and High-RD-incident gene groups showed a greater fraction of response 

function terms. Regulation of adaptive immune response is any process that 

modulates the frequency, rate, or extent of an adaptive immune response regarding to 

robustness change. Furthermore, High-MI-incident group showed a greater portion of 

vital binding functions. For example, a protein phosphatase is an enzyme that removes 

a phosphate group from the phosphorylated amino acid residue of its substrate 

protein, and its binding function is interacting selectively and non-covalently with any 

protein phosphatase. On the other hand, High-RD-incident group showed a greater 

fraction related to signaling pathway. For instance, necroptosis is a programmed form 

of necrosis, or inflammatory cell death, and its signaling pathway is a series of 

molecular signals which triggers the necroptotic death of a cell. Taken together, 

significantly different functions between High-MI-incident/High-RD-incident groups 

of genes and the rest of genes can be characterized.  

4.4.5 Edge-based drug discovery 

I performed a case study to show an application for edge-based drug discovery. 

For every interaction in High-RD group, I examined the inclusion frequency of the 

interaction in top-K edge sets ranked by a decreasing order of the robustness change 

among 5000 trials of edge-removal mutations with 1% removal rate. I found that 

(퐽퐴퐾 → 푆푇퐴푇3), (퐼푃3푅1 → 퐶푎), and (푔푝41 → 퐶퐷28) showed the highest 

frequency in the T-LGL, STF, and HIV-1 networks, respectively. I hypothesized that 

these edges can be candidates of edgetic drug-targets, because they most frequently 

caused the highest decreasing robustness through removal mutations. To validate this, 

I surveyed some recent experimental studies. Regarding (퐽퐴퐾 → 푆푇퐴푇3) interaction 

of T-LGL network (Fig. 4.5), it was shown that the interaction is associated with 

oncogenesis, proliferation, survival, metastasis, angiogenesis, and immune evasion in 
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gastrointestinal cancers (Bournazou and Bromberg, 2013; Nikolaou, et al., 2013). For 

example, a colorectal cancer might be developed by dysregulation of the interleukin 

(IL)-6-mediated 퐽퐴퐾 → 푆푇퐴푇3	pathway, and therefore strategies targeting the IL-

6/JAK/STAT3 pathway have emerged as attractive options to treat colorectal cancer 

(Wang and Sun, 2014). Next, the (퐼푃3푅1 → 퐶푎) interaction of STF network (see 

Appendix C: Fig. S4.18) played an important role of dynamical relationship between 

IP3R1 and PI3K, which are the most influential components associated with drug 

 Figure 4.5. Edge-removal analysis for edgetic drug discovery in T-LGL 

signaling network.  
The arrows and bar-headed lines represent positive and negative interactions, respectively. 

Line thickness is proportional to the inclusion frequency of the interaction in top-K edge sets 

ranked in a decreasing order of the robustness change among 5000 trials of edge-removal 

mutations with 1% removal rate. The interaction (퐽퐴퐾 → 푆푇퐴푇3) was observed 30 times in 

top-K edge sets (K was chosen to 30).  (see Appendix C: Fig. S4.18 and S4.19 for the results 

of STF and HIV-1 networks.) 
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resistance (Puniya, et al., 2016). Systemic analysis of these components and their 

upstream components has resulted in identifying novel combinations of drug targets. 

In HIV-1 network, (푔푝41 → 퐶퐷28) was found to be the highest frequency interaction 

(see Appendix C: Fig. S4.19), but there was no relevant experimental study to support 

it. However, I could find biological evidence related to the second highest frequency 

interaction, (푃퐼3퐾 → 푃퐼푃3). It is included in PI3K/Akt/mTOR pathway (Slomovitz 

and Coleman, 2012), which is known to be frequently activated in ovarian cancer. 

Therefore, inhibitors targeting this pathway can be evaluated as treatment strategies 

for ovarian cancer, either mono-therapy or in combination with cytotoxic agents 

(Mabuchi, et al., 2015). Another interesting point was the feedback loops involved 

with those interactions. I found a large number of feedback loops were related to 

(퐽퐴퐾 → 푆푇퐴푇3), (퐼푃3푅1 → 퐶푎), and (푃퐼3퐾 → 푃퐼푃3) in T-LGL, STF, HIV-1, 

respectively (The numbers were 70, 286, and 872, respectively). Considering that the 

number of involved FBLs was shown to be associated with the functional importance 

of a node or an interaction, it implies that the found interactions can be promising 

drug-targets. 

4.5 Conclusions 

There have been many computational studies about the network robustness and 

modularity, whereas there are few studies on investigating the modularity change and 

the robustness change. Through extensive simulations, I found that both the 

modularity and the robustness increased on average in mutant networks by edge-

removal mutations in this study. However, it was interesting that the changes of the 

modularity and the robustness were negatively correlated. Another interesting finding 

is that the changes of the modularity and the robustness are positively and negatively, 

respectively, correlated with each of the degree, the number of FBLs, and the edge 

betweenness of removed edges. These results were consistently observed in randomly 

structure networks. Additionally, I identified two sets of genes which are incident to 

the highly-modularity-increasing and the highly-robustness-decreasing edges, 

respectively, and observed that they are likely to be central by forming a large 

connected component. These two gene sets were enriched with different GO terms 

and the investigation on the reason why such GO terms are related to modularity and 

robustness will be a future study. Finally, I found that the highly-robustness-
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decreasing edge can be considered for promising edge-based drug-targets. Taken 

together, my results in this study can be useful to unravel novel dynamical 

characteristics of signaling networks. 
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CHAPTER 5. CONTRIBUTION SUMMARY AND 

FURTHER WORK 

5.1 Contribution summary 

Biological networks consisting of molecular components and interactions are 

represented by a graph model. There have been some studies based on that model to 

analyze a relationship between structural characteristics and dynamical behaviors in 

signaling network. Inspired from that, in this study, I firstly developed a novel 

software tool, MORO, which can analyze the relationship between network 

robustness and modularity of large-scale biological networks in parallel. Then, I 

investigated changes of modularity and robustness by edges-removal mutations in 

signaling networks. 

5.1.1 MORO: a GPU-based software 

Although there have been many studies revealing that dynamic robustness of a 

biological network is related to its modularity characteristics, no proper tool exists to 

investigate the relation between network dynamics and modularity. Accordingly, I 

developed a novel Cytoscape app called MORO, which can conveniently analyze the 

relationship between network modularity and robustness. I employed an existing 

algorithm to analyze the modularity of directed graphs and a Boolean network model 

for robustness calculation. In particular, to ensure the robustness algorithm’s 

applicability to large-scale networks, I implemented it as a parallel algorithm by using 

the OpenCL library. A batch-mode simulation function was also developed to verify 

whether an observed relationship between modularity and robustness is conserved in a 

large set of randomly structured networks. The app provides various visualization 

modes to better elucidate topological relations between modules, and tabular results of 

centrality and gene ontology enrichment analyses of modules. I tested the proposed 

app to analyze large signaling networks and showed an interesting relationship 

between network modularity and robustness. My app can be a promising tool which 

efficiently analyzes the relationship between modularity and robustness in large 

signaling networks. I note that this MORO’s version does not contain a function 

which can investigate changes of modularity and robustness in signalling networks.  
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5.1.2 Negative relationship between changes of modularity and robustness  

There have been some studies based on that model to analyze a relationship 

between structural characteristics and dynamical behaviors in signaling network. 

However, little attention has been paid to changes of modularity and robustness in 

mutant networks. In this study, I investigated the changes of modularity and 

robustness by edge-removal mutations in three signaling networks. I first observed 

that both the modularity and robustness increased on average in the mutant network 

by the edge-removal mutations. However, the modularity change was negatively 

correlated with the robustness change. This implies that it is unlikely that both the 

modularity and the robustness values simultaneously increase by the edge-removal 

mutations. Another interesting finding is that the modularity change was positively 

correlated with the degree, the number of feedback loops, and the edge betweenness 

of the removed edges whereas the robustness change was negatively correlated with 

them. I note that these results were consistently observed in randomly structure 

networks. Additionally, I identified two groups of genes which are incident to the 

highly-modularity-increasing and the highly-robustness-decreasing edges with respect 

to the edge-removal mutations, respectively, and observed that they are likely to be 

central by forming a connected component of a considerably large size. The gene-

ontology enrichment of each of these gene groups was significantly different from the 

rest of genes. Finally, I showed that the highly-robustness-decreasing edges can be 

promising edgetic drug-targets, which validates the usefulness of my analysis.  

5.2 Future Work 

For MORO App, there was only one kind of mutations provided in the current 

version. In the future, MORO will be extended to a variety of mutation types such as a 

node-based knockout, edge perturbation. Multiple mutations analysis could be further 

developed instead of single mutation at the current version. Moreover, other kinds of 

random network generations based on other topological properties such as small-

world, hierarchical can be additionally inserted into MORO. Additionally, MORO 

will be extended to analyze publicly-available signaling networks represented by 

ordinary differential equations by devising a conversion method from continuous 

models to Boolean networks. Finally, I will upgrade the current version of MORO to 
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a bigger tool. The new app will provide a function which can investigate changes of 

modularity and robustness in signaling networks.        

Regards to the changes of modularity and robustness by edges-removal mutations, 

the investigation is only based on an edges-removal mutation, further investigation 

into various kinds of edgetic mutations will be needed for more specific applications. 

For example, edge-addition, edge-switching and edge-attenuation mutations could be 

further developed to intensely analyze the network dynamics and to find out more 

potential edgetic drug-targets in drug discovery. Moreover, I will consider two sets of 

genes which are incident to the highly-modularity-decreasing and the highly-

robustness-increasing edges, respectively, and observe that where are they located in 

networks. Additionally, these two gene sets were enriched with different GO terms 

and the investigation on the reason why such GO terms are related to modularity and 

robustness will be a future study. Finally, the highly-modularity-increasing edge can 

be considered for promising edge-based drug-targets.     

Furthermore, the network element prioritization should not be limited on 

genes/proteins network but on other kinds such as protein complex networks where a 

node is a protein complex, or a pathway-based network where a node is a pathway. In 

general, it can be extended to deal with hyper networks which are constructed with 

super nodes (i.e., protein complexes, pathways) and links between such super nodes 

can be a factor which reflects functional relation between them. Besides biological 

networks, it is also interesting to extend the prioritization issues in various networks 

like social networks, computer networks, transportation networks, and so on. For 

example, the node/edge-based sensitivity analyses could be applied to online social 

networks such as Facebook, Twitter for identifying prominent individuals or 

connections. 
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APPENDIX A 

Supporting Text A1: Nested Canalyzing Functions 

Given a Boolean network 퐺(푉,퐴), the value of each variable 푣  at time t + 1 is 

determined by the values of 푘  other variables 푣 ,푣 , … ,푣  with a link to 푣  at time 

t by the Boolean function 푓 : 푣 (푡 + 1) = 푓 (푣 (푡),푣 (푡), … , 푣 (푡)). The rule 푓  is 

called canalyzing on the input variable 푣  if there exist Boolean values, 퐼  and 푂 , 

such that  

푣 (푡) = 퐼 			→ 			 푣 (푡 + 1) = 푂 . 

Then,  퐼  and 푂  are called the canalyzing and canalyzed values for the output 

variable 푣 , respectively.  

The notion of nested canalyzing functions (NCFs) was introduced in Kauffman, et 

al. (2003), and they are a natural subset of canalyzing rules. It was inspired by the 

question of what happens in the noncanalyzing case: When a rule is not canalyzed by 

the value of the first input variable, is it canalyzed by one of the remaining input 

variables? This consecutive canalization test can be repeated for all inputs and 

therefore an NCF to update 푣  can be represented as follows: 

푣 (푡 + 1) =

⎩
⎪⎪
⎨

⎪⎪
⎧
푂 																	푖푓	푣 (푡) = 퐼 																																																																																								
푂 																	푖푓	푣 (푡) ≠ 퐼 	푎푛푑	푣 (푡) = 퐼 																																																									
푂 																	푖푓	푣 (푡) ≠ 퐼 	푎푛푑	푣 (푡) ≠ 퐼 	푎푛푑	푣 (푡) = 퐼 																											

⋮
푂 																푖푓	푣 (푡) ≠ 퐼 	푎푛푑	⋯푎푛푑	푣 (푡) ≠ 퐼 	푎푛푑	푣 (푡) = 퐼
푂 						푖푓	푣 (푡) ≠ 퐼 	푎푛푑	⋯푎푛푑	푣 (푡) ≠ 퐼 																																									

, 

where all 퐼  and 푂  (푚 = 1,2,⋯ ,푘 ) denote the canalyzing and canalyzed values, 

respectively, and 푂 ≠ 푂 . In addition, as in the previous studies (Kauffman, et 

al., 2003; Kauffman, et al., 2004), I independently and randomly specified 푂 ,⋯ ,푂  

values with the probabilities 

푃(푂 = 1) =
exp	(−2 휃)

1 + exp	(−2 휃) 
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where 휃 is a constant. On the other hand, the value of 퐼  is deterministically specified 

by the value of 푂  and the sign of the interaction from 푣  to 푣  (푚 = 1,⋯ , 푘 ) as the 

following table. 

푂  Sign of the interaction from 푣  to 푣  퐼  

1 Positive (푣 → 푣 ) 1 

1 Negative (푣 ⊣ 푣 ) 0 

0 Positive (푣 → 푣 ) 0 

0 Negative (푣 ⊣ 푣 ) 1 
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Supporting Text A2: Output file by the batch-mode simulation on 

RBNs 

After the batch-mode simulation is completed, a resultant file 
“net_based_result.txt” is created, which lists the network-based results. As shown in 
the figure below, the file consists of 11 results with respect to robustness, modularity 
and in-/out-module robustness. Each row lists the result of a single RBN. 

Column Name Description 

1 Network ID The unique identification number of an RBN 

2 No.Nodes The number of nodes of an RBN 

3 No.Edges The number of edges of an RBN 

4 sRobustness The robustness against initial-state perturbation of an RBN 

5 rRobustness The robustness against update-rule perturbation of an RBN 

6 No.Modules The number of modules of an RBN 

7 Modularity The modularity value of an RBN 

8 sInModuleR The in-module robustness against initial-state perturbation 
of an RBN 

9 rInModuleR The in-module robustness against update-rule perturbation 
of an RBN 

10 sOutModuleR The out-module robustness against initial-state perturbation 
of an RBN 

11 rOutModuleR The out-module robustness against update-rule perturbation 
of an RBN 

(Column description in “net_based_result.txt”) 
 

 
 

(Example of “net_based_result.txt”) 
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APPENDIX B 

B1. Parallel robustness computation based on the OpenCL library 

I extended the implementation in a previous study (Trinh, et al., 2014) so as to 

compute in-/out-module robustness. The following figure gives pseudocode 

describing two important functions, parallel_computing_attractors_for_all_states and 

parallel_computing_attractors_for_all_rules, which can compute the attractors in 

parallel for all initial states (S) and every update rule (F), respectively, given a 

Boolean network. In computing the attractors, I used an array ATT in which each 

element ATT[s, f] represents an attractor of a network G(V, A) corresponding to the 

initial state s and the sequence of update rules f. The algorithm iteratively computes 

state transitions until it arrives at a state that has already been visited. In the figure, 

dashed blocks denote kernel codes that are executed in parallel on CPUs or GPUs. In 

other words, the new MORO app computes them in parallel by distributing the tested 

cases to processing elements in the OpenCL device. 
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By using parallel_computing_attractors_for_all_states and 

parallel_computing_attractors_for_all_rules, I can compute the in-/out-module 

robustness of a network 푮 against initial-state perturbation and update rule 

perturbation (휸풊풏(푮) and	휸풐풖풕(푮), respectively) as shown in the following 

pseudocode. 

 

 

 

function[ATT] parallel_computing_attractors_for_all_states(V, A, f, S) 
// V, A:  A set of nodes V={v1, v2, …, vN} and a set of links A of a network (Here, 

V[i] represents viV.) 
// f:  A sequence of update rules (Here, f = f1 f2 …fN and fi represents the 

update rule with respect to viV.) 
// S: A collection of initial states considered for the robustness investigation 

(Here, S[i] represents ith initial state in S.) 
// ATT: The resulting collection of attractors each of which is represented by a 

sequence of states. 
 
ATT[0.. 2|V| -1]  NULL; // Every element of ATT is initialized by NULL. 
nth[0.. 2|V| -1]  0; // Every element of nth is initialized by 0. 
 
for i1 to |S| // for every state  

s  S[i]; 
if (ATT[s, f] ≠ NULL) continue;  
endif  
traj  NULL; 
count   0; 
while (TRUE) 

count++; 
traj  trajs; // Here  represents the string concatenation operation
nth[s]  count; 
s’  update_states (V, A, f, s); // This computes the next state.  
if (nth[s’] ≠ 0) 

   if (ATT[s’, f] = NULL) 
att  trajnth[s’]..count; // Given a string t=t1t2…tT, ti..j represents 

// titi+1…tj-1tj which is a substring of t. 
   else 
    att  ATT[s’, f]; 
   endif 

for j1 to count  
ATT[trajj, f] = att; 

   endfor 
   break; 
  else 

s  s’; 
  endif 
   endwhile 

endfor 
return ATT; 

end 
 

 

function [ATT] parallel_computing_attractors_for_all_rules (V, A, F, s) 
// V, A:  A set of nodes V={v1, v2,…, vN} and a set of links A of a network 

(Here, V[i] represents viV.) 
//F:  A collection of sequences of update rules (Here, F[i] represents ith

sequence of update rules in F) 
//s: An initial state considered for the robustness investigation  
//ATT:  The resulting collection of attractors each of which is represented 

by a sequence of states. 
 

ATT[0..2|V|-1]NULL; // Every element in ATT is initialized by NULL
for i1 to |F| // for every rule 

nth[0.. 2|V|-1] 0; // Every element in nth is initialized by 0. 
trajNULL; 
count = 0; 
while (TRUE) 

count++; 
trajtrajs; //  represents the string concatenation  operation. 
nth[s] count; 
s’ update_states (V,A, F[i], s); // This computes the next state.
if(nth[s’] ≠ 0) 

   att = trajnth[s’]..count; // Given a string t=t1t2…tT, ti..j represents 
//titi+1…tj-1tj which is a substring of t. 

   ATT[s, F[i]] = att; 
   break; 
  else 

ss’; 
  endif 
 endwhile 

endfor 
returnATT; 

end 
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function [in, out] in-/out-module robustness_initial_state (V, A, f, 
S. M) 

// V, A:  A set of nodes V={v1, v2, …, vN} and a set of links A of a network 
(Here, V[i] represents viV.) 

// f:  A sequence of update rules (Here, f = f1 f2 …fN and fi represents the 
update rule with respect to viV.) 

// S: A collection of initial states considered for the robustness 
investigation (Here, S[i] represents ith initial state in S.) 

// M: A set of modules M={m1, m2, …mM) of a network after using 
module detection algorithm. In particular, each node will be 
belonged to each module. In other words, each module contains a 
number of nodes of a network. 

// in: The resulting in-module robustness against initial-state 
perturbations 

// out: The resulting out-module robustness against initial-state 
perturbations 

// Step 1: Examine the original attractors. 
ATT  parallel_computing_attractors_for_all_states (V, A, f, S); 
// Step 2: Examine the changed attractors by initial-state perturbations. 
for i1 to |S| 
 S’[1..|V|]  NULL; // Every element of S’ is initialized by 
NULL. 
 for j1 to |V|  

s  S[i];  
sj  1- sj; // sj denotes the value of vj in s, and then the resultant s  

// denotes an initial-state perturbation at a node vjV. 
S’[j]  s;   

 endfor 
ATT’  parallel_computing_attractors_for_all_states(V, A, f, S’); 

// Step 3: using the Hamming distance measure to examine the similarity 
between four partial attractors 
(〈푠 〉	푎푛푑	〈푠′ 〉), (〈푠 〉	푎푛푑	푠 )	extracted from original attractors and 
attractor by perturbation based on the modular information of each node. 
 in0; 
 out0; 
 tin0;  t’in0; 
 tempout0; temp’out0; 
             for j1 to |M| 

        for k1 to |Vk| 
          tin+=H (〈푠 〉, 〈푠′ 〉); 
         tempout+= H (〈푠 〉, 〈푠′ 〉); 
                  endfor 
    t’in+=tin/|Vk|; 
                 temp’out+=tempout/|Vk|; 

         endfor 
         in+=t’in/|M|; 
        out=temp’out/|M|;  

           endfor 
in  in/ |S|; // As a result, in  represents the in-module robustness of the 
given network. 
out  out/ |S|; // As a result, out  represents the out-module robustness of the 
given network. 
return in, out; 

end 
 

function [in, out ] in-/out-module robustness_update_rule (V, A, 
f, S, M) 

// V, A:  A set of nodes V={v1, v2, …, vN} and a set of links A of a network 
(Here, V[i] represents viV.) 

// f:  A sequence of update rules (Here, f = f1 f2 …fN and fi represents 
the update rule with respect to viV.) 

// S: A collection of initial states considered for the robustness 
investigation (Here, S[i] represents ith initial state in S.) 

// M: A set of modules M={m1, m2, …mM) of a network after using 
module detection algorithm. In particular, each node will be 
belonged to each module. In other words, each module contains a 
number of nodes of a network. 

// in: The resulting in-module robustness against update-rule 
perturbations 

// out: The resulting out-module robustness against update-rule 
perturbations 

// Step 1: Examine the original attractors. 
ATT  parallel_computing_attractors_for_all_states (V, A, f, S); 
// Step 2: Examine the changed attractors by update-rule perturbations. 
for i1 to |S| 
 F[1..|V|]  NULL; // Every element of F is initialized by 
NULL. 
 for j1 to |V|  

f’  f;  
if (fj = AND ) f’j  OR;   
else f’j  AND; // f’means an update-rule perturbation at a node 

vjV. 
endif   
F[j]  f’;  

 endfor 
ATT’  parallel_computing_attractors_for_all_rules (V, A, F, 

S[i]); 
// Step 3: using the Hamming distance measure to examine the similarity 
between four partial attractors 
(〈푠 〉	푎푛푑	〈푠′ 〉), (〈푠 〉	푎푛푑	푠 )	extracted from original attractors 
and attractor by perturbation based on the modular information of each 
node. 
 in0; 
 out0; 
 tin0;  t’in0; 
 tempout0; temp’out0; 
 for j1 to |M| 

         for k1 to |Vk| 
           tin+=H (〈푠 〉, 〈푠′ 〉); 
          tempout+= H (〈푠 〉, 〈푠′ 〉); 
      endfor 
      t’in+=tin/|Vk|; 
     temp’out+=tempout/|Vk|; 

           endfor 
          in+=t’in/|M|; 
          out=temp’out/|M|;  

            endfor 
in  in/ |S|; // As a result, in  represents the in-module robustness of the 
given network. 
out  out/ |S|; // As a result, out  represents the out-module robustness of 
the given network. 
return in, out; 

end 
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APPENDIX C 

Figure S3.1. Analysis results of the HSN network by MORO.  

(see caption of this figure in the next page) 
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Figure S3.1. Analysis results of the HSN network by MORO.  

(a) A summary table. Modularity and robustness results in module and network levels are 

listed in the upper and the lower tables, respectively. (b) Result of the detailed visualization 

mode. I found a total of 22 modules each of which is represented by a circular list of genes. 

(c)-(d) Results of the brief visualization mode with absolute and relative relations, 

respectively. Each module is represented by a single group node whose radius is 

proportional to the number of nodes belonging to the module. The weight of a link denotes 

the number of interactions between the corresponding pair of modules and the ratio of the 

number of interactions between a pair of modules to the maximal possible number of 

interactions between them in (c) and (d), respectively. (e)-(f) The reduced visualization 

results. They are subnetworks induced from (c) and (d), respectively, by removing all links 

except about 30% of links with the highest weight values (This is performed by specifying 

the appearance ratio parameter in MORO). 
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Figure S3.2. Correlations between the modularity and robustness of 6,400 

random Boolean networks  

Where the number of nodes is 50 and the number of interactions is in the range of [49, 2031]. 

(a) Relationship between network modularity and robustness: the correlation coefficient was 

negative (correlation coefficient = −0.80303 with p-value < 10
−4

). The results for HSN and 

STKE, denoted by the rectangular and triangular points, respectively, were very close to the 

linear regression line. (b) Relationship of the network modularity to the in-module robustness 

(correlation coefficient = −0.30383 with p-value <10
-4

). (c) Relationship between network 

modularity and out-module robustness (not significant). (d) Relationship of the network 

robustness to the in-module robustness (correlation coefficient = 0.27801 with p-value <10
-4

). 

(e) Relationship between network robustness and out-module robustness (not significant).   
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Figure S3.3. Changes of module centrality values against the module size in the 

HSN network.  

(a)-(e) Results with respect to degree, closeness, betweenness, stress, and eigenvector. The 

module size which is defined as the number of nodes belonging to the module showed 

positive relationships with all module centrality measures except closeness. The correlation 

coefficients in (a), (c), (d), and (e) were 0.79367, 0.599553, 0.70063, and 0.870837, 

respectively, with all p-value < 10-4.  
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Figure S3.4. Changes of module centrality values against the module size in 

STKE-shuffled random networks.  
I generated 100 random networks by shuffling interactions of the STKE network while 

preserving a degree distribution. (a)-(e) Results with respect to degree, closeness, 

betweenness, stress, and eigenvector. The module size which is defined as the number of 

nodes belonging to the module showed positive relationships with all module centrality 

measures. The correlation coefficients in (a), (b), (c), (d), and (e) were 0.70475, 0.26639, 

0.50143, 0.57625, and 0.58761, respectively, with all p-value < 10-4. 
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Figure S3.5. Changes of module centrality values against the module size in 

HSN-shuffled random networks.  
I generated 100 random networks by shuffling interactions of the HSN network while 

preserving a degree distribution. (a)-(e) Results with respect to degree, closeness, 

betweenness, stress, and eigenvector. The module size which is defined as the number of 

nodes belonging to the module showed positive relationships with all module centrality 

measures. The correlation coefficients in (a), (b), (c), (d), and (e) were 0.73027, 0.24344, 

0.66850, 0.74306, and 0.67059, respectively, with all p-value < 10-4. 
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Figure S3.6. Correlation between module centrality values and in-/out-module 

robustness in the STKE network.  
(a)-(e) Correlations of in-module robustness with degree, closeness, betweenness, stress, and 

eigenvector, respectively. There was no significant relation (all p-values > 0.13279). (f)-(j) 

Correlations of out-module robustness with degree, closeness, betweenness, stress, and 

eigenvector, respectively. There was no significant relation (all p-values > 0.09143). 
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Figure S3.7. Correlation between module centrality values and in/out-module 

robustness in the HSN network.  
(a)-(e) Correlations of in-module robustness with degree, closeness, betweenness, stress, and 

eigenvector, respectively. There was no significant relation (all p-values > 0.39269). (f)-(j) 

Correlations of out-module robustness with degree, closeness, betweenness, stress, and 

eigenvector, respectively. There was no significant relation (all p-values > 0.21193). 
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Figure S4.1. Analysis of the changes of the modularity and the robustness by 

edge-removal mutations in STF signaling network.  
The removal rate of edges was varied from 1% to 5% (More specifically, the numbers of 

removed edges were 5, 11, 16, 22, and 27, respectively, among a total of 557 edges). For each 

removal rate, 5,000 trials of edge-removal were examined. (a) Results of average changes of 

the modularity and the robustness against the removal rate of edges. Y-axis value and error 

bar represent the average and the standard deviation divided by the square root of the sample 

size (5000), respectively. Both average values were significantly larger than zero (All P-

values <0.0001, using one-sample t-test). The one-sample t-test was valid because the average 

values were normally distributed (see Appendix C: Fig. S4.4) and there were very few 

outliers (see Appendix C: Fig. S4.7). (b)-(c) Relationship between the changes of the 

modularity and the robustness in the case that the removal rate is 1% and 2%, respectively. A 

significant negative relationship was observed (Correlation coefficients were -0.05254 and -

0.022068, respectively, with all P-values <0.0001). This relationship was consistently 

observed for larger removal rates (Correlation coefficients when the removal rate of edge is 

3%, 4%, and 5% were -0.03272 and, -0.04156, and -0.02795, respectively, with all P-values 

<0.0001).  (d) A trend of correlation coefficients between the changes of the modularity and 

the robustness against the removal rate of edges. 
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Figure S4.2. Analysis of the changes of the modularity and the robustness by 

edge-removal mutations in HIV-1 signaling network.  
The removal rate of edges was varied from 1% to 5% (More specifically, the numbers of 

removed edges were 3, 7, 11, 14, and 18, respectively, among a total of 368 edges). For each 

removal rate, 5,000 trials of edge-removal were examined. (a) Results of average changes of 

the modularity and the robustness against the removal rate of edges. Y-axis value and error 

bar represent the average and the standard deviation divided by the square root of the sample 

size (5000), respectively. Both average values were significantly larger than zero (All P-

values <0.0001 using one-sample t-test). The one-sample t-test was valid because the average 

values were normally distributed (see Appendix C: Fig. S4.5) and there were very few 

outliers (see Appendix C: Fig. S4.8). (b)-(c) Relationship between the changes of the 

modularity and the robustness in the case that the removal rate is 1% and 2%, respectively. A 

significant negative relationship was observed (Correlation coefficients were -0.03867 and -

0.05417, respectively with all P-values <0.0001). This relationship was consistently observed 

for larger removal rates (Correlation coefficients when the edge-removal rate is 3%, 4%,	and 

5% were -0.06862 and, -0.05948, and -0.09733, respectively, with all P-values <0.0001).  (d)

A trend of correlation coefficients between the changes of the modularity and the robustness 

against the removal rate of edges. 
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Figure S4.3. Analysis of normal distributions of averages of modularity changes 

and robustness changes in T-LGL network.  
(a)-(e) Results of the average of the modularity change with removal rates of 1% to 5%, 

respectively. (f)-(j) Results of the average of the robustness change with removal rates of 1% 

to 5%, respectively. In each subfigure, the average of the modularity or the robustness 

changes over 50 trials is computed, and this process was repeated 100 times to examine the 

distribution of the average variable. Kolmogorov-Smirnov test was run and all average values 

were normally distributed (All P-values > 0.10).  

a) b) c) 

d) e) 

f) g) h) 

j) i) 
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Figure S4.4. Analysis of normal distributions of averages of modularity changes 

and robustness changes in STF network.  
(a)-(e) Results of the average of the modularity change with removal rates of 1% to 5%, 

respectively. (f)-(j) Results of the average of the robustness change with removal rates of 1% 

to 5%, respectively. In each subfigure, the average of the modularity or the robustness 

changes over 50 trials is computed, and this process was repeated 100 times to examine the 

distribution of the average variable. Kolmogorov-Smirnov test was run and all average values 

were normally distributed (All P-values > 0.10 except that P-value=0.069 in (e)).  

a) b) c) 

d) e) 

f) g) h) 

j) i) 
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Figure S4.5. Analysis of normal distributions of averages of modularity changes 

and robustness changes in HIV-1 network.  
(a)-(e) Results of the average of the modularity change with removal rates of 1% to 5%, 

respectively. (f)-(j) Results of the average of the robustness change with removal rates of 1% 

to 5%, respectively. In each subfigure, the average of the modularity or the robustness 

changes over 50 trials is computed, and this process was repeated 100 times to examine the 

distribution of the average variable. Kolmogorov-Smirnov test was run and all average values 

were normally distributed (All P-values > 0.10 except that P-value=0.053 in (d)).  

 

a) b) c) 

d) e) 

f) g) h) 

j) i) 
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Figure S4.6. Analysis of outliers of averages of modularity changes and 

robustness changes in T-LGL network. 
(a)-(e) Results of the average of the modularity change with removal rates of 1% to 5%, 

respectively. (f)-(j) Results of the average of the robustness change with removal rates of 1% 

to 5%, respectively. In each subfigure, the average of the modularity or the robustness 

changes over 50 trials is computed, and this process was repeated 100 times to examine the 

distribution of the average variable. I examined outliers by a boxplot inspection and found no 

significant outliers in all subfigures except for (e), (h) and (j).  

 

a) b) c) 

d) e) 

f) g) h) 

j) i) 
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Figure S4.7. Analysis of outliers of averages of modularity changes and 

robustness changes in STF network.  
(a)-(e) Results of the average of the modularity change with removal rates of 1% to 5%, 

respectively. (f)-(j) Results of the average of the robustness change with removal rates of 1% 

to 5%, respectively. In each subfigure, the average of the modularity or the robustness 

changes over 50 trials is computed, and this process was repeated 100 times to examine the 

distribution of the average variable. I examined outliers by a boxplot inspection and found no 

significant outliers in all subfigures except for (c), (i) and (j). 

 

a) b) c) 

d) e) 

f) g) h) 

j) i) 
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Figure S4.8. Analysis of outliers of averages of modularity changes and 

robustness changes in HIV-1 network.  

(a)-(e) Results of the average of the modularity change with removal rates of 1% to 5%, 

respectively. (f)-(j) Results of the average of the robustness change with removal rates of 1% 

to 5%, respectively. In each subfigure, the average of the modularity or the robustness 

changes over 50 trials is computed, and this process was repeated 100 times to examine the 

distribution of the average variable. I examined outliers by a boxplot inspection and found no 

significant outliers in all subfigures except for (c) and (i). 

 

a) b) c) 

d) e) 

f) g) h) 

j) i) 
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Figure S4.9. Relationship between the changes of the modularity and the 

robustness in T-LGL signaling network.  
(a)-(c) Results in the cases that the edge-removal rate is 3%, 4%, and 5%, respectively. Each 

plot is a result of 5,000 trials. Correlation coefficients of (a)-(c)  were -0.30652, -0.30684, and 

-0.28626, respectively (All P-values <0.0001).  
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Figure S4.10. Relationship between the changes of the modularity and the 

robustness in random networks.  
(a)-(c) Results of the random networks shuffled from T-LGL, STF, and HIV-1 signaling 

networks, respectively. In each subfigure, a set of 100 random networks were generated and 

500 trials of edge-removals were tested for each network (Hence, each correlation coefficient 

was obtained over a total of 50,000 samples). I analyzed the relationship by varying the edge-

removal rate from 1% to 5%.  All cases showed significantly negative relationship (All P-

values <0.0001). 
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Figure S4.11. Relationship of each of the changes of the modularity and the 

robustness with the structural properties in STF signaling network.  
The removal rate was set 1%, and a total of 5,000 trials of removals were examined. (a)-(c) 

Relations of the change of modularity with edge-based degree, EBEW, and NuFBL, 

respectively. The change of modularity was significantly positively correlated with all 

structural properties (Correlation coefficients were 0.07621, 0.10084, and 0.07762, 

respectively, with all P-values<0.0001). (d)-(f) Relations of the change of robustness with 

edge-based degree, EBEW, and NuFBL, respectively. The change of robustness was 

significantly negatively correlated with all structural properties (Correlation coefficients were 

-0.03749, -0.11430, and -0.06860, respectively, with all P-values<0.0001). 
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Figure S4.12. Relationship of each of the changes of the modularity and the 

robustness with the structural properties in HIV-1 signaling network.  

The removal rate was set 1%, and a total of 5,000 trials of removals were examined. (a)-(c) 

Relations of the change of modularity with edge-based degree, EBEW, and NuFBL, 

respectively. The change of modularity was significantly positively correlated with all 

structural properties (Correlation coefficients were 0.07549, 0.03526, and 0.05970, 

respectively, with all P-values<0.0001). (d)-(f) Relations of the change of robustness with 

edge-based degree, EBEW, and NuFBL, respectively. The change of robustness was 

significantly negatively correlated with all structural properties (Correlation coefficients were 

-0.07664, -0.04671, and -0.10621, respectively, with all P-values<0.0001). 

 



89 
 

 

Figure S4.13. Relationship of each of the changes of the modularity and the 

robustness with the structural properties in random networks shuffled from T-

LGL network.  
In each subfigure, a set of 100 random networks were generated and 500 trials of edge-

removal were tested for each network (Hence, each correlation coefficient was obtained over 

a total of 50,000 samples). The removal rate was set 1%. (a)-(c) Relations of the change of 

modularity with edge-based degree, EBEW, and NuFBL, respectively. The change of 

modularity was significantly positively correlated with all structural properties (Correlation 

coefficients were 0.14388, 0.11878, and 0.10775, respectively, with all P-values<0.0001). 

(d)-(f) Relations of the change of robustness with edge-based degree, EBEW, and NuFBL, 

respectively. The change of robustness was significantly negatively correlated with all 

structural properties (Correlation coefficients were -0.14851, -0.11281, and -0.08690, 

respectively, with all P-values<0.0001). 

 

a) b) c) 

f) d) e) 
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Figure S4.14. Relationship of each of the changes of the modularity and the 

robustness with the structural properties in random networks shuffled from STF 

network.  
In each subfigure, a set of 100 random networks were generated and 500 trials of edge-

removal were tested for each network (Hence, each correlation coefficient was obtained over 

a total of 50,000 samples). The removal rate was set 1%. (a)-(c) Relations of the change of 

modularity with edge-based degree, EBEW, and NuFBL, respectively. The change of 

modularity was significantly positively correlated with all structural properties (Correlation 

coefficients were 0.03228, 0.01516, and 0.01062, respectively, with all P-values<0.0001). 

(d)-(f) Relations of the change of robustness with edge-based degree, EBEW, and NuFBL, 

respectively. The change of robustness was significantly negatively correlated with all 

structural properties (Correlation coefficients were -0.07121, -0.05301, and -0.04716, 

respectively, with all P-values<0.0001). 

 

e) 

a) b) c) 

d) f) 
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Figure S4.15. Relationship of each of the changes of the modularity and the 

robustness with the structural properties in random networks shuffled from 

HIV-1 network.  
In each subfigure, a set of 100 random networks were generated and 500 trials of edge-

removal were tested for each network (Hence, each correlation coefficient was obtained over 

a total of 50,000 samples). The removal rate was set 1%. (a)-(c) Relations of the change of 

modularity with edge-based degree, EBEW, and NuFBL, respectively. The change of 

modularity was significantly positively correlated with all structural properties  (Correlation 

coefficients were 0.11393, 0.04112, and 0.04064, respectively, with all P-values<0.0001). 

(d)-(f) Relations of the change of robustness with edge-based degree, EBEW, and NuFBL, 

respectively. The change of robustness was significantly negatively correlated with all 

structural properties (Correlation coefficients were -0.08353, -0.08649, and -0.09906, 

respectively, with all P-values<0.0001). 

 

a) b) c) 

d) f) e) 
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Figure S4.16. Topological distributions of High-MI/High-RD edges and their 

incident nodes in STF signaling network.  

(a)-(b) Distributions of High-MI and High-RD edges, respectively, and their incident nodes. 

(c)-(d) Subgraphs with respect to High-MI-incident and High-RD-incident nodes, 

respectively. Red link and yellow node represent High-MI edge and High-MI-incident node, 

respectively, in both (a) and (c), whereas they represent High-RD edge and High-RD-incident 

node, respectively, in both (b) and (d). 
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Figure S4.17. Topological distributions of High-MI/High-RD edges and their 

incident nodes in HIV-1 signaling network.  
(a)-(b) Distributions of High-MI and High-RD edges, respectively, and their incident nodes. 

(c)-(d) Subgraphs with respect to High-MI-incident and High-RD-incident nodes, 

respectively. Red link and yellow node represent High-MI edge and High-MI-incident node, 

respectively, in both (a) and (c), whereas they represent High-RD edge and High-RD-incident 

node, respectively, in both (b) and (d). 
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Figure S4.18. Edge-removal analysis for edgetic drug discovery in STF signaling 

network.  

The arrows and bar-headed lines represent positive and negative interactions, respectively. 

Line thickness is proportional to the inclusion frequency of the interaction in top-K edge sets 

ranked in a decreasing order of the robustness change among 5000 trials of edge-removal 

mutations with 1% removal rate. The interaction (퐼푃3푅1 → 퐶푎) was observed 17 times in 

top-K edge sets (K was chosen to 18). 

 



95 
 

 

 

 

 

 

 

 

 

Figure S4.19. Edge-removal analysis for edgetic drug discovery in HIV-1 

signaling network.  
The arrows and bar-headed lines represent positive and negative interactions, respectively. 

Line thickness is proportional to the inclusion frequency of the interaction in top-K edge sets 

ranked in a decreasing order of the robustness change among 5000 trials of edge-removal 

mutations with 1% removal rate. The interactions (푔푝41 → 퐶퐷28) and (푃퐼3퐾 → 푃퐼푃3)

were observed 6 and 3 times, respectively, in top-K edge sets (K was chosen to 16). 
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APPENDIX D 

 

Type of GO 

analysis 
GO term 

High-MI-

incident 

(%) 

The rest 

of genes 

(%) 

P-value 

Modularity 

change 

Protein kinase activator activity 75.00 25.00 360.0E-6 

Negative regulation of cysteine-type 

endopeptidase activity 

66.84 40.11 1.1E-6 

Response to mechanical stimulus 74.13 37.07 93.0E-9 

Activation of immune response 75.09 27.66 120.0E-

18 

Protein phosphatase binding 84.82 21.21 7.1E-9 

Mitogen-activated protein kinase kinase 

kinase binding 

75.00 25.00 1.9E-6 

Growth factor receptor binding 76.73 30.69 50.0E-6 

Insulin receptor binding 89.82 17.96 450.0E-9 

 

GO term 

High-RD-

incident 

(%) 

The rest 

of genes 

(%) 

P-value 

Robustness 

change 

Rho guanyl-nucleotide exchange factor 

activity 

75.00 25.00 760.0E-6 

Protein serine/threonine/tyrosine kinase 

activity 

62.50 37.50 44.0E-12 

Cellular response to carbohydrate 

stimulus 

66.67 33.33 47.0E-6 

Response to epidermal growth factor 60.00 40.00 1.4E-6 

Antigen receptor-mediated signaling 

pathway 

72.73 27.27 42.0E-9 

Lipopolysaccharide-mediated signaling 

pathway 

75.00 25.00 190.0E-6 

Immune response-activating cell surface 

receptor signaling pathway 

71.70 31.37 55.0E-18 

Neurotrophin TRK receptor signaling 

pathway 

64.60 43.07 8.5E-6 

 
Table S4.1. GO analysis results between High-MI-incident/High-RD-incident 

group and the rest of genes in STF network.  

All P-values were calculated by using Bonferroni test.    
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Type of 

GO analysis 
GO term 

High-MI-

incident 

(%) 

The rest 

of genes 

(%) 

P-value 

Modularity 

change 

Negative regulation of kinase activity 61.54 38.46 720.0E-

12 

Virus receptor activity 75.00 25.00 470.0E-6 

Regulation of defense response to virus 60.00 40.00 100.0E-6 

Positive regulation of immune response 64.34 39.06 560.0E-

36 

Response to growth hormone 66.67 33.33 45.0E-9 

Phosphatase binding 63.64 36.36 510.0E-

12 

Phosphotyrosine binding 60.00 40.00 5.5E-9 

Protein phosphatase binding 66.67 33.33 7.9E-9 

 

GO term 

High-RD-

incident 

(%) 

The rest 

of genes 

(%) 

P-value 

Robustness 

change 

Receptor signaling protein 

serine/threonine kinase activity 

72.73 27.27 2.5E-12 

MAP kinase kinase kinase activity 75.00 25.00 7.0E-6 

Response to axon injury 75.00 25.00 550.0E-6 

Mast cell activation involved in immune 

response 

61.39 46.04 200.0E-9 

Stimulatory C-type lectin receptor 

signaling pathway 

60.00 40.00 180.0E-

12 

Lipopolysaccharide-mediated signaling 

pathway 

60.00 40.00 11.0E-6 

Negative regulation of ERBB signaling 

pathway 

75.00 25.00 91.0E-6 

Negative regulation of epidermal growth 

factor receptor signaling pathway 

75.00 25.00 83.0E-6 

    Table S4.2. GO analysis results between High-MI-incident/High-RD-incident 

group and the rest of genes in HIV-1 network.  

All P-values were calculated by using Bonferroni test.  
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