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OPTIMIZATION OF SELECTIVE LASER MELTING

PROCESS PARAMETERS FOR Ti6Al4V PARTS

USING DEEP LEARNING

Abstract

This thesis is a study geared towards optimizing Selective Laser Melting (SLM) crucial 

process parameters for manufacturing medical application parts based on deep learning.

Titanium alloys, particularly Ti-6Al-4V ELI, are among the most commonly used materials 

in the medical industry, due to their superior biocompatibility resistance and specific strength. 

However, implant components are often a complex geometric shape that is difficultly 

fabricated by conventional methods such as formative and subtractive techniques. 

Additionally, that Titanium alloys are expensive materials leads to an increase in 

manufacturing cost because of waste material. Selective laser melting is an Additive 

Manufacturing method to fabricate complicated three-dimensional products, by solidifying 

successive layers with a layer of powder materials, based on a CAD model. The SLM is 

associated with full melting of powder material. There are many advantages achieved by 

SLM method, including high density and strength of printed part; negligible waste material 

by recycling the unmelted powder; printing complex shapes that the traditional 

manufacturing methods could not; no limitation during the design of a CAD model; 

customized products, among others. Despite the advantages of SLM technology, printing a 

product with properties satisfy a user requirement is difficult due to many considerations. 

There are many process parameters that affect the SLM processing and printed product, such 

as laser properties, material characteristics, printing conditions, machine properties. 

Additionally, the range value to modify these parameters are broad. So much time, 

expenditure and expert knowledge about the process and materials are therefore needed to 

operate the SLM, in order to achieve a desirable printed product. Thus, developing an 

optimization process parameters system for SLM processing is significantly necessary. Many 

optimizing methods have been researched, namely Taguchi, design of experiment (DOE), 

response surface method (RSM), genetic algorithm, and fuzzy method. However, they have 
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investigated individual parameters only, and the accuracy of these methods is affected 

strongly by non-linear problems. 

In this thesis, deep learning that efficiently solves a non-linear issue was applied. Four 

significant essential process parameters, namely laser power, laser velocity, layer thickness 

and hatch distance, were investigated. Density and surface roughness of the product printed 

by the SLM technique were considered simultaneously. Density is an essential element of 

osteogenesis in implants, while surface roughness affects mechanical stability, 

osseointegration capabilities, interlocking due to bone growth, improve implant anchorage in 

a bone. Firstly, a deep neural network with backpropagation was applied, and a supervised 

learning algorithm was used for network learning. An adaptive momentum algorithm was 

utilized to solve some unwanted problems during the training of a neural network model, 

namely speed up training speed, convergence, and escape the local minimum. Regularization 

methods, such as weight decay and dropout, were handled by the cost function to avoid over-

training of the neural network model. The deep neural network after building and validation 

was used to predict the properties of printed product from a given data set. A selection system 

was built to choose the optimal process parameters, of which properties of product satisfy a 

specific user requirement which are the inputs of the system. Due to the optimization system, 

an SLM operator does not need to be an experienced person, neither need to spend much time 

on the testing step to print a desirable product. The system is a significant relevant module for 

pre-processing of the SLM printing. Through this thesis, related literature will be introduced

firstly. The influences of process parameters on the SLM process and printed product 

qualities are presented. Development of a deep neural network for predicting follows. 

Subsequent section is building an optimization system with a graphical user interface. The 

final part presents a case study used to verify the developed optimization system.
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Chapter 1. GENERAL INTRODUCTION

1.1 Motivation

The demand for implants has significantly increased in the last decades. However, the 

human parts have individual complicated shapes and structures that limits to fabricate by 

conventional manufacturing technologies. Additive Manufacturing is defined as the process 

of joining materials to make products from three-dimensional computer-aided design (CAD) 

model data, usually layer upon layer [1]. This technology has shown great ability in

manufacturing pieces from powders for diverse applications, thus eliminating multiple 

manufacturing constraints and producing architecture with more complex geometry in 

contrast to traditional processes [2]. Due to its benefits, the metal AM has widely been used 

in industrial areas. In medical applications, the Selective Laser Melting (SLM) is the most

attractive technique. Printed part by SLM can be achieved nearly at a full density, any 

geometric shape, and mechanical properties are similar to traditional methods. In addition, 

titanium and its alloys (preferred material in the medical industry) are ideal target material for 

SLM because it is an expensive material and problematic to process using traditional

fabricating technologies. Titanium parts are challenging to produce by conventional methods 

due to the high cost of the removed material that adds to production cost. Therefore, applying 

SLM to fabricate a Titanium part is a promising approach, of which the advantages are the 

ability to print a net shape part, high material utilization, and minimal machining.

However, printing Titanium powder by SLM is not an easy task. SLM processing is 

affected by many factors. Figure 1.1 indicates some influence elements during SLM 

processing. Firstly, the crucial process parameters are layer power, laser scanning speed, the 

distance of two adjunct scanning line, the thickness of a powder layer, which all significantly 

affects the SLMed product. Additionally, the range of controlling value of these parameters 

are wide. While the laser power can reach hundreds of watts, the laser velocity can be 

modified to thousands of millimetre per second. Besides that, layer thickness and hatch 

distance can be changed without limitation. Moreover, while material powder characteristics 

affect the SLMed product through powder particle size, morphology, flowability, and 

recycled powder, the printer machine contributes by accuracy and durable processing of 

hardware. Manufacturing conditions such as environment temperature, humidity or shielding 
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gas changes the properties of the final part also. Thus, using SLM to print a desirable 

Titanium part is a nearly impossible mission.

Hence, developing an optimization system for selecting SLM parameters is a necessary 

demand. There are many optimization SLM process parameters approaches, such as the 

design of the experiment, Taguchi, response surface method, and genetic algorithms. 

However, they investigated parameters individually that could not figure out a generalization

of SLM characteristic. Deep learning is currently widely considered as an optimization 

method. Deep networks, in general, are able to learn and generalize situations to produce 

meaningful solutions. It handles all kinds of data, be it experimental, empirical or theoretical. 

They can cope even in situations where the data is barely understood by humans. Moreover, 

it can learn and map the inputs to the output without making any assumption during model 

formulation. Therefore, investigating four crucial factors by using deep learning neural 

network is considered and applied in this thesis.

At the first section, this thesis gives state of the art approach relating to 3D printing, metal 

AM, Selective Laser Melting, and Titanium alloy material and deep neural network. The 

second section indicates the process of collecting data that is needed to train a neural network 

model. The relationship between process parameters and printed product quality will be 

determined via sensitivity analysis. Development of a deep neural network will be presented 

in the following section. The final section will show the progress of the optimization system

based on neural network.

Figure 1.1: Influence factors in Selective Laser Melting process
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1.2 State of the art

1.2.1 Additive Manufacturing

The Additive Manufacturing (AM) processes are a significantly simple process, which is by 

producing a complex 3D object directly from computer-aided design data. It works by adding 

material in layers [3]. Each layer is a thin cross-section of the part derived from the original 

CAD data. Traditional manufacturing methods require a careful and detailed plan of part 

geometry, tooling process, jig and fixtures. In contrast, AM seeks only for some dimensional 

features and a little background in AM machine working principle and material field. General 

steps of the AM process showed in Figure 1.2 are as follows:

- The AM process must start with a 3D CAD model that is created by any CAD software 

like Solidworks, Inventor, Catia, or by the scanning process.

- The CAD model is transferred to stereolithography (*.STL) format, which nearly every 

AM technologies use. The STL standard is a way of describing a CAD model in terms of 

its geometry alone. It works by removing any construction data and approximating the 

surfaces of the model with a series of triangular facets [4].

- The STL format file is sent to the AM machine where it can orient model, arrange 

position to allow to build on the platform, set up the support section, set up process 

parameters, allow printing of multi-part at a time. 

- After setting up the AM machine, the model is built layer by layer. The printing process 

will repeat until the model completes.

- The support section supports the overhang areas and anchors the printed part to the 

platform. Therefore, they must be removed after the printing process.

- Depending on application purpose, the printed part could be post-processed in terms of 

abrasive finishing, polishing, heat treatment, etc.

- Finally, the printed part can be used after post-processing 

There are several principles of AM processes such as material extrusion, vat polymerization, 

material jetting sheet lamination, powder bed fusion and directed energy deposition. The 

material extrusion working uses an effective 1D strip of material to fill in a 2D space to form 

a layer, which is printed on top of each other to create a fully 3D object. Schematic of fused

deposition modelling (EDM) and a real FDM printer shown in Figure 1.3a), b) is a common 
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example of this technique. Material is drawn through a nozzle, where it is heated and the 

deposited layer by layer. Typically, the nozzle can move horizontally, and the platform 

moves vertically. 

Figure 1.2: Stages of the Additive Manufacturing process [4]

Figure 1.3: Schematic of fused deposition modelling (a) and a real machine (b). ( Image source: 

All3dp)
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The critical element of Vat polymerization process bases on photo-polymerization resin and 

resin exposure system [5]. The process could be configured by a submerged platform type or 

the opposite way, as shown in Figure 1.4, left and right, respectively. The exposure system 

polymerizes the layer of resin between the resin surface and the build plate until the entire 3D 

object is finished.

  

Figure 1.4: Vat polymerization process with a submerged platform (left) and inversed (right)  

(Image source: carbon3d.com)

Material jetting works the same as a standard paper inkjet printer. Schematic of material 

jetting working principle is showed in Figure 1.5 (left), by using a single nozzle or arrays of 

nozzles to deposit droplets of material layer by layer on top of each other to form a solid part

instead of on single layer of ink [6]. The material jetting offers higher scalability in 

productivity, and part dimension compared with the FDM. Another method is sheet 

lamination, referred to as Laminated Object Manufacturing (LOM). It operates based on 

chemically or mechanically bonding sheets of material (metals, paper, polymer) in a stack 

usually through heating or pressure, and cutting of the materials stack to the desired contour 

of a given layer [7]. The concept of the LOM process is indicated in Figure 1.5 (right). On 

one side of the bed is a roll of sheet-type material, with adhesive on the other side. The 

material is rolled over the whole bed and heated. A laser source traces over the cross-section 

of the model and then cross-hatches over all of the extraneous material so that it can be 

removed later.

AM processes are different from conventional manufacturing processes (forming, casting, 

and machining process). The core difference is, while traditional process shaping of materials 
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takes place across the entire physical domain of the desired part, the AM processes take place 

in the formation of the elements such as filaments or layers [8].

Figure 1.5: Material jetting (left) and sheet laminated object manufacturing (Image source: 3dhubs)

From application viewing, AM methods present a high degree of customization and 

personalization with a small impact on manufacturing complexity and cost [8]. An example is 

using the EDM method to print a prosthetic arm, as shown in Figure 1.6(a). Due to scanning 

and EDM, it can custom build each arm faster and cheaper than conventional fabrication 

methods. The additive manufacturing methods also are borrowed to print human body part 

[9]. Figure 1.6(b) shows an extrusion-based bioprinting technique. It is mostly used for 

fabricating tissue engineering. Bio-inks are the biomaterials laden with cells and other 

biological materials [10]. Due to the possible printing on a 3D surface, material jetting is used 

to print electronic circuit in smart devices [11] as shown in Figure 1.7(a) or even on human 

skin Figure 1.7(b). 

Figure 1.6: (a) A prosthetic arm fabricated by the FDM method, and (b) a prosthetic ear made by 

extrusion-based bioprinting (Image source: CollPlant)
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Figure 1.7: Printing electronic circuit by the material jetting method: (a) printing on an existing 

platform of a device, and (b) printing on human skin (Image source: Optomec, University of 

Minnesota)

Owing to many advantages, however, AM is not a method without drawbacks. The 

significant problem is the limitation of printed part size and printing productivity compared

with traditional manufacturing methods. However, the disadvantage is fulfilling. Figure 

1.8(a) indicates an endless printing process, called Blackbelt 3D printer. In a traditional EDM 

printer, the printing head moves in a frame that is parallel to the platform surface, as shown in 

Figure 1.3. The printing process must stop when it exceeds the distance. However, in the 

Blackbelt printer design, the frame where the head printing movement has inclined an angle 

with the platform that is a belt. Therefore, the printer can operate endlessly. It can print an

oversize-part as long as required as shown in Figure 1.8(b)

Figure 1.8: (a) Blackbelt 3D printer concept, and (b) an oversize part printing (Image source: 

Blackbelt-3d.com)
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1.2.2 Metal Additive Manufacturing

Currently, metal Additive Manufacturing (AM) has been used as a promising technique to 

manufacture metallic parts because they can prevent the common problematics of traditional 

metal manufacturing methods. The metal AM can produce complicated products without 

limitation of designing. Similar to 3D printing generally, the metal AM techniques creates a 

three-dimensional object from a computer-aided design (CAD) model by building it up from 

a thin layer of material layer-by-layer [12][1]. Instead of removing material from a large 

stock, such as machining, the metal AM process fabricates a final part based on adding 

material principle. They make highly efficient use of the material and minimize waste 

material. While traditional manufacturing processes tend to impose various constraints on the 

design of a product, the ability to print a high-complex shape of the metal AM enables

designers in building a 3D CAD model. The metal AM includes different types, namely 

powder bed fusion (PBF), directed energy deposition (DED), and hybrid additive 

manufacturing. They consist of three essential step: building a standard AM file format based 

on 3D CAD model; the part is processed by a software that can orient the part, set up support 

section, and set up process parameters such as power and velocity of heat source, layer 

thickness; the processed part is built layer by layer on an AM machine.

a) Powder Bed Fusion

Figure 1.9: Working principle of powder bed fusion
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This process uses as material a metallic powder deposed on a platform moving vertically 

and a laser beam or electron beam as the heat source. PBF is the most prevalent metal 

additive manufacturing method used to fabricate engineered products. The operating 

principle of the PBF is shown in Figure 1.9. Step 1 and step 2 is performed as same as a 

general AM technique. During processing, a layer of powder is spread on top of the 

fabrication piston area. Then, a laser source scans the powder layer based on a slice-form of 

the CAD model. After scanning, the fabrication platform lowers off the specified layer’s 

depth, and a new quantity of powder, coming from the powder delivery piston is spread. The 

process is repeated until the product has been completed. After finishing, the excess powder 

is removed and recycled at step 4 [13] to get the final product.

Depending on the applied heat sources, the PBF includes electron-based PBF as Electron 

Beam Melting (EBM) or laser-based, namely Selective Laser Sintering (SLS) and Selective 

Laser Melting (SLM), the target technique in this thesis. While the EBM, as its name implies, 

uses electron source to manufacture parts with high temperature and vacuum environment, 

the SLM and SLS use a laser beam to melt the material powder with a shielding gas such as 

nitrogen, hydrogen or argon.

The SLS utilizes two-components metal powder combined as a sacrificial binder and the 

powder particles or single powder with two different grain sizes. During the SLS process, 

only binder material or smaller particle is melted, which binds the surrounding powder after 

cooling down [14]. The printed part will be applied to a heat treatment method to get the final 

product[15]. However, the SLM enables fabrication of a component with full melting 

material. The SLM does not need adding a lower-melting point material as the SLS technique. 

The SLM process requires higher laser power to melt powder completely. The most 

consideration during the SLM process is the residual stress resulting from the steep thermal 

gradient. However, it could be solved by applying pre-heating during printing [16]. The EBM, 

less widespread than the laser’s one, uses an electron beam of 60kV and 3kW and needs a 

conductive material. This process can be more productive than the one using a laser as long 

as the electrons beam brings more energy to the powder, moves faster, and allow to work 

with thicker layer and larger powder particle size. However, the resulting surface states with 

this process are not as good as the ones with the laser’s operation because the beam is more 

extensive and thus less precise.
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b) Directed Energy Deposition, DED

This process delivers the material as a powder jet or a wire in the melting zone close to the 

surface instead of layering on the substrate[17][18]. The DED uses three types of material 

deposition to the substrate such as powder injection, pre-placed powder and wire extrusion. 

In the case of powder type, the DED feeds material powder by combing with a gas system via 

a nozzle, as shown in Figure 1.10. The high energy heat source is applied in the centre of the 

nozzle to melt material. Advantage of the DED method is high productivity. The flow rate of 

the powder is around 300cm^3/h with a powder size from 45 to 150 micrometres: thus, the 

manufacturing speed is more interesting than the PBF technique. Additionally, the DED 

could manufacture on the 3D surface instead of a 2D surface like the PBF. Typically, the 

supply of material is done from a nozzle moving on three axles on a platform of 2 axles.

However, the axis of material supplier unit and substrate can be extended or combined with a 

robot arm. This mobility can simplify the manufacturing with the reduction of supports use.

However, the DEDed parts have less accuracy because of stair effect. Therefore, the products 

fabricated by this method may additionally ask machining process to get a better final part, as 

indicated in Figure 1.11 [19][20]. The combination is called hybrid metal AM.

Figure 1.10: The configuration of directed energy deposition of powder nozzle to feed the substrate: 

(a) coaxial feeding, (b) single feeding [4]
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Figure 1.11: Hybrid Additive Manufacturing combined between DED (left) and then CNC process

(right) (Images source: DMG MORI)

c) Powder metallurgy

Metal powders used for the SLM process require strictly the size, shape, and chemistry that 

are critical for a successful and repeatable process. Powders currently used for AM most 

commonly range from 10 to 105 microns in size and are generally spherical in shape. It 

allows to create delicate layers of powders in powder bed fusion process and to deliver an 

inert gas fed stream of powder smoothly without nozzle clogging, in case of powder directed 

energy deposition process. 

Titanium alloy Ti-6-4 powder is produced by gas atomization, plasma atomization, and the 

plasma rotating electrode processes [21]. The size, shape, and chemical purity is different for 

each procedure and affects laser and electron beam processes, and powder bed or gas stream 

delivered [22][23][24]. Figure 1.12(a) shows a typical gas atomization process where the 

metal alloy is induction or furnace melted and atomized with a stream of gas, typically argon, 

collected and sieved into the desired range of sizes. The gas atomization process can produce 

high purity, spherical powders [25]. Figure 1.12(c) shows the plasma atomization process. 

Wire-type material is fed into the atomization chamber and melted by plasma heat sources to 

produce a highly spherical powder. 
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Figure 1.12: Schematic of (a) gas atomized, (b) rotating electrode process, and plasma atomized [25]

Another method is the rotating electrode process (REP) of which schematic is shown in 

Figure 1.12(b). In this process, a titanium bar is spun at about 18000 rpm in an inert gas-filled 

chamber. A heat source (either an electric arc or a plasma torch) melts the surface of the end 

of the spinning bar [26]. When the heat source is an electric arc, the powder is known as REP 

powder, and when it is a plasma torch, it is known as PREP powder. The molten titanium 

alloy at the surface is separated from the rotating electrode and impelled outward by the 

centrifugal force. Under the influence of surface tension, spherical droplets are formed, and 

these solidify in flight. The solid spherical pre-alloyed powder particles formed this way have 

a size that depends on the rotational velocity of the electrode [27]. The REP product has a 

larger average size than the gas atomized process.

d) Metal AM application

Comparing with the above mentioned AM method, the metal AM is widely applied in 

industrial fields such as aerospace, automotive, etc. Figure 1.13 shows how AMed parts are 

applied in a car. The ability to lightweight component benefits fuel economy, and lower 

inventory and handling costs in the supply chain. Therefore, Porsche used SLM technique to 

manufacture the turbo intercooler and turbo exhaust manifold as illustrated in Figure 1.14 (a) 

and (b), respectively. Because AM techniques can print any complex shapes, they are used to 

print any structures and shapes. Figure 1.15 demonstrates the application of metal AM in the 

molding industry. Figure 1.15(a) shows a mold (left) manufactured by SLM and the cooling 

channel inside (right). Instead of a straight channel fabricated by a conventional method, the 
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conformal channel can be designed in any shape. Therefore, the cooling step is faster and 

homogeneous in total injected part that improves product quality [28] [29][30]. The Selective 

Laser Sintering (SLS) is used to prepare a sand mold for the casting process, as shown in 

Figure 1.15(b). More attractively, the hybrid additive manufacturing combined between 

directed energy deposition and milling process is widely using for manufacturing large 

components. Figure 1.16 indicates the world’s first propeller manufacturing by the hybrid 

AM. After finishing the DED process, the powder supplied nozzle is replace and milling tool 

is installed for the finishing part.

Figure 1.13: Automotive parts applied AM technology (Image source: metal-am.com)

Figure 1.14: (a) Porsche AlSi10MG turbo intercoolers with a 1.8mm wall thickness and (b) Porsche 

Inconel 625 turbo exhaust manifold with a 1mm wall (Image source: MIMO Technik)
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Figure 1.15: (a) An injection mold manufactured by SLM and its vertical cross-section revealing 

conformal cooling channel, (b) a sand casting mold produced by SLS technique and a casting product

(Image source: MODIA, Voxeljet)

Figure 1.16: The world’s first ship’s propeller manufacturing by metal AM (Image source: 

RAMLAB)
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1.2.3 Titanium Ti-6Al-4V alloy

Titanium alloys offer excellent strength, corrosion resistance, biocompatibility, low thermal 

expansion and lightweight. The most common alloy Ti-6Al-4V combines pure titanium with 

6% aluminium and 4% vanadium. The Ti-6Al-4V extra low interstitial (ELI), the target 

material in this thesis, specifies a higher degree of purity for critical performance applications. 

It is often used in aerospace and medical implant applications where cost is secondary to in-

service performance or biocompatibility [31]. The high price of these speciality powders 

limits their use in consumer products, but with the high utilization and reduced scrap rate

while using metal AMs.

Titanium alloys are used to manufacture a blade of the gas turbine as shown in the left of 

Figure 1.17, or a fuel nozzle in a passenger jet engine in Figure 1.17 (right). Moreover, this 

advantage also applied to the manufacture component of a race car in the automotive industry. 

Middle of Figure 1.17 reveals a titanium brake calliper of Bugatti company. It is the world’s 

first brake calliper made by metal SLM technology. It is stronger, lighter and better cooling 

compared to the conventional fabrication methods. 

Figure 1.17: Gas turbine blade with hollow structure (left), the world’s first brake calliper (middle), 

and fuel nozzles in passenger jet engine (right) printed by metal AM and Ti6Al4V (Image source: 

Siemens, Bugatti, GE Aviation)

Extra-low interstitial Titanium Ti6Al4V ELI has also been applied in biomedical 

applications because of its excellent biocompatibility [31]. It is widely used as structural and 

functional biomaterials for replacement of hard tissues in devices such as artificial total hip or 

knee replacement and dental implants [31]. The use of titanium in the biomedical field has 

become a well-established area because titanium fulfils the property requirements better than 

any competing material. The properties which are of interest for biomedical applications are 
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corrosion resistance, biocompatibility, bio-adhesion (bone ingrowth), modulus of elasticity, 

fatigue strength, and good processability (including joining and casting). There are numerous 

different medical devices using titanium materials, e.g. bone plates[32], screws, hip joint 

implants [33], stents [34] and various other kinds of fixtures also used in the dental area, as 

indicated in Figure 1.18 a, b, c. Figure 1.19 illustrates an example of skull parts printed by 

SLM. 

Figure 1.18: (a) Hip joint implant, (b) knee joint implant, and (c)  craniomaxillofacial implant 

fabricated by Selective Laser Melting (Image source: Farinia, Trumpf)

Figure 1.19: Application of metal AM part in medical surgery. 
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1.2.4 Deep learning network

Metal AM can fabricate parts with a density of nearly 100 percent and eliminates the need 

for post-processing. Although there are overwhelming advantages, it is not a method without 

limitation. They are complicated processes, and AMed parts are affected by many factors 

such as printing conditions, material powder characteristics, and laser properties. Therefore, 

the operator needs a good background of its technology and material science. Selecting 

wrong process parameters leads to unwanted behaviour namely high deformation, balling 

[35], cracking [36] [37], and high porosity [38] that result in a bad product. There are many 

optimization techniques applied in engineering problems, namely Taguchi, design of 

experiment, response surface method, fuzzy, [39] genetic algorithms, among others. They 

were used to optimize process parameters of engineering process such as milling [40][41], 

drilling [42], and turning processing [43] [44]. They also were applied to optimize metal AM 

manufacturing. Taguchi method was used to maximize density fabricated by AM methods 

[45] [46], and design of experiment which considered surface roughness as its target [47] [48]

[49] were presented. However, those statistical methods are not suitable to use in this thesis 

because their accuracy is easily affected by non-linear data. Therefore, deep learning is used 

in this research instead.

a) Evolution of neurocomputing

By definition, deep learning is a structure comprised of densely interconnected adaptive 

simple processing elements that are capable of performing massively parallel computations 

for data processing and knowledge representation. The very first artificial networks were 

inspired by the biological neuron from which its structure and functioning have been 

mimicked extensively in modern computing. A biological neuron, (Figure 1.20(a)) consists of 

the cell body part that acts as the central command point, dendrites that act as transmitters 

and axon that connects the body part to the synapses. The human brain is composed of 

numerous interconnected nodes of neurons. Each node receives input signals from an external 

environment or neighbouring neurons and processes locally. If the processed signal is strong 

enough, it causes ‘activation’ to produce an output which is passed on to the next ‘layer’ of 

nodes or to external outputs (effectors) to trigger the response. 
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Figure 1.20: Schematic of a biological neuron (a) and a perceptron (b) [50]  

An artificial neuron dates back to 1943 when psychiatrist Warren McCulloch and 

Mathematician Walter Pitts introduced a simple neuron, shown in Figure 1.20(b). Upon 

further studies, they discovered that biological neurons could be represented as conceptual 

circuit components that can be used to perform several computational tasks. A neural network 

is a technique used to map a random input vector into a corresponding random output vector 

without assuming that there is any persistent relationship between the two sets. A typical 

deep neural network has three layers, the input layer, hidden layer and the output layer. The 

arrangement of neurons in a layer and layers in a network is called neural network 

architecture. The number of neurons corresponds to the size of the input and output layers, 

while the hidden layer can be manipulated to suit the level of the desired output. The 

mapping process is achieved by first assigning each input with connection weights, which 

transmit the information to the next neuron or junction. The weights vector is first assigned 

randomly and subsequently fixed by ‘training’ the network. The training aims at achieving an 

optimal set of weights that minimizes the error. The system iteratively takes the dot product 

of the vector of connection weights and the input, and sum the total at a summing junction 

before sending it to the activation function of the network. It is also important to note that 
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each neuron functions independently as the whole network. Several activation functions can 

be used, depending on the nature of the inputs and the corresponding desired outputs.

In the present-day, neural networks cover a wide area of applications ranging from business, 

engineering, research and development as well as financial applications [51][52]. In 

engineering, deep neural networks have been used in the aerospace industry for fault 

diagnosis, autopilot enhancement [53][54]. In manufacturing, deep networks have been used 

to solve a wide range of problems including manufacturing process control, quality control 

and measurements, and many dynamic modelling of otherwise virtually understood problems. 

Deep learning was used to optimize the electrical discharge machine (EDM) process 

parameters [55][56], molding processing and molded product quality control [57][58], 

monitoring welding quality [59], waterjet machining process [60], predicting cutting force in 

turning process [61], etc. In metal Additive manufacturing, deep neural network was used for 

optimizing process parameters [62][63], prediction distortion [64], process monitoring [65], 

fault detection [66], and the powder bed fusion process.

Supervised learning algorithms are learning methods to associate some input, �, and, for 

each one, a corresponding desired output, �. The process is supervised at each step as to what 

it is expected to do. The supervised learning algorithm is often used in classification and 

regression problems. Unsupervised learning is a method where only the input data is 

presented without corresponding output. It is called so because there is no correct answer. 

The algorithms are left to their own devises to discover and present the interesting structure 

on the data. Unsupervised learning is applied in the clustering problem. Another algorithm is 

reinforcement. In reinforcement learning, it does not need examples of correct input-output

pairs but needs a method for the machine to quantify its performance in the form of a reward 

sign.

b) The reason for selecting deep learning in this research

Deep neural networks, in general, are able to learn and generalize situations to produce 

meaningful solutions. It handles all kinds of data, experimental, empirical or theoretical. They 

can cope even with cases in which the data is fuzzy and barely understood by humans and are 

able to adapt the solutions to even the most dynamic circumstances [67]. Supervised learning 

is used in this research to conduct experiments involving input parameters and output of 

measured product properties. The process records by learning each at a time and comparing 
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the output of the model and the real target. The next layers are fully connected to the other

layers, and thus an error obtained in one successful prediction is used as an input with an 

objective to minimize it in the next level. Feedforward networks (FFNN) have the following 

specific benefits that are owed to its wide applications: Since FFNN is data-driven; it can 

learn and map the inputs to the output without making any assumption during model 

formulation. Secondly, they are universal approximators of most dynamic and nonlinear 

models, which are useful for situations which are virtually or not understood at all. In metal 

AM, printed product qualities are affected by process parameters. Analysis influence of 

parameters independently will not represent the entire processing. However, researching 

interrelationship of multi-process parameters and fabricated product qualities is so 

complicated that conventional optimization methods could not generate a trustable result. 

Therefore, applying a deep network is a promising approach to optimize SLM process 

parameters in this thesis.
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Chapter 2. METHODOLOGY

2.1 Material

In this study, Titanium alloy Ti6Al4V ELI material powder (SLM Solutions Co., Ltd, 

Germany) was used, of which element compositions, %wt. are shown in Table 2.1. The 

powder particle size of the Titanium alloy powder was 30-45µm. A scanning electron 

microscopy (SEM) image of the powder made by the gas atomization method is shown in 

Figure 2.1a. Figure 2.1b indicates the particle size distribution measured by the laser 

scattering analyzer LA-960.

Table 2.1: Chemical composition of Ti-6Al-4V ELI alloy (wt.%)

Element Ti Al V Fe C N O H Others

Ti-6Al4V ELI Bal. 5.50-6.50 3.50-4.50 0.25 0.08 0.03 0.13 0.0125 0.50

Figure 2.1: (a) Morphology, and (b) Powder size distribution (Ti-6Al-4V ELI).

2.2 Experiment

A selective laser melting printer (MetalSys 150, Winforsys co., Ltd) with a YLR-200-AC-

Y11 IPG Ytterbium Fiber Laser, 200W maximum output power was used for the experiment.

Figure 2.2 illustrates the printer’s components and the technical parameters are shown in 
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Table 2.2. Figure 2.3 indicates the configuration of the printer. In the beginning, the argon 

gas was pumped into the chamber to maintain an oxygen level below 0.5% and then stopped. 

The “Scrapper” moves back and forth between the “Feed container” and the substrate to 

create a layer of powder on the top of the “Removable substrate”. Then, the “Laser” source 

scans the powder layer based on a slice-form of the CAD model. After scanning, the substrate 

has lowered by a distance equal to the layer thickness controlled by “Step motor 1”, while the 

“Piston head” on the feed container has raised. The process is repeated until the product has 

been completed. After finishing, the excess powder was removed and recycled.

Figure 2.2: The WinforSys 150 SLM Printer

A series samples of 5x5x5 mm3 boxes were arranged along the diagonal line of the substrate, 

as indicated in Figure 2.4, to avoid their influence on each other because of the gas flow 

effect [68][69][70]. The distance between each cube is 2 centimetres. The printing process 

used the meander laser scanning strategy in which the laser scan line in a layer are parallel 

and increased 67 degrees for next layer [71][72]. The scanning strategy is shown in Figure 2.5. 
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An arrangement of the experiment chamber and the gas circulation system, which was 

controlled by a fan (and shown in Figure 2.4) was running throughout product processing. 

The fume produced during the SLM process was removed from the chamber through the 

outlet, filtered, and then returned to the chamber. The fan was running continuously during 

the process to maintain a clear chamber atmosphere.

Figure 2.3: Schematic of the WinforSys 150 SLM printer

The selection of the experimental test cases to be measured is of great importance for the 

deep learning process. The dataset determines the applicability, the range of valid prediction 

and quality of the prediction. Therefore, the experimental dataset must be broad and 

representative of the problem to be modelled [73]. The experimental dataset in this thesis is

the four investigated process parameters namely, laser power, laser scanning speed, hatch 

distance, and layer thickness. The laser spot diameter was fixed at 70mm. The experimental 

dataset was generated by taking each of parameters and producing different variations of 

which include eight levels for laser power, laser scanning speed, hatch distance, and four 

levels for layer thickness. In this method, a total number of 2048 test cases representing the 

SLM 3D printing technique and the manufacturer cartography were obtained. Process 

parameters for experiments and their levels are shown in Table 2.3. After printing, SLM 

processed parts were tested for surface roughness and density.
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Table 2.2: Specification data of the WinforSys 150 SLM printer

Item Value

Laser wavelength 1,075nm

Laser Output power 200W

Pulse repetition CW

Output power tunability 10 ~100%

Beam quality M2 <1.1

Scanner positioning speed 7m/s

Building volume 150x150x150mm (X x Y x Z)

Beam spot 70 ~150um

Z-axis speed 100mm/s

Z-axis accuracy +-3um

Build room temperature 40 ~ 800C

Process Gas Argon gas

Powder feeder stroke 500mm

Blade Silicon

System Max size (L x D x H) 850 x 1200 x 2000mm

Figure 2.4: Layout of the experiment inside the processing chamber.
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Figure 2.5: Laser scanning strategy in which the hatch angle rotates 67 degrees after every layer

Table 2.3: SLM process parameters used for experiment dataset

Factor Unit Level

Laser power W 80, 100, 120, 140, 150, 160, 170, 180

Laser velocity mm/s 800, 1000, 1200, 1400, 1600, 1800, 2000, 2500

Layer thickness µm 20, 40, 60, 80

Hatch distance µm 30, 40, 50, 60, 70, 80, 90, 100

2.3 Data collection

2.3.1 Surface roughness measurement

Surface roughness, Sa, is the extension of Ra (arithmetical mean height of a line) to a 

surface. It is the extrapolation of Ra. Instead of measuring many positions and taking an 

average of Ra value, Sa was prefered for examining the roughness of a printed surface. It 

expresses, as an absolute value, the difference in the height of each point compared to the 

arithmetical mean of the surface. This parameter is used to evaluate surface roughness at the 

top surface of SLMed products. In SLM, the printing part is surrounded by powder particle. 
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Therefore, the powder particles that do not belong to the scanning area is entrained in the 

melting area. They are not affected by laser energy but are stuck on the surface because of the 

melting material. Due to that reason, the roughness of side surfaces do not depend only on 

process parameters. Therefore, measuring the top surface can generalize the influence of 

investigating process parameters.

Figure 2.6: Surface roughness measurement principle (Image source: Keyence.com)

To measure the printed part, the laser scanning confocal microscope, VK-X200, Keyence 

Corp., Japan, is used. It is a device for imaging and measurement that enables sample 

observation using a large depth of focus and 3D measurement simultaneously. The device 

detects the height information based on the reflected light intensity from the sample. The lens 

scans the z-axis, and the software stores the data to recreate the 3D image. The objective lens 

is then driven in the z-axis direction, and the scanning process is repeated to obtain the 

reflected light intensity at the Z-axis position of each point. With this method, a fully focused 

light intensity image with height information can be captured. The schematic and real device 

of the VK-200K is shown in Figure 2.7 a). A pinhole in front of the position where the 

reflected light from the sample forms an image (photoreceptor) ensures that no light other 

than that which passes through the focal point of the objective lens reaches the photoreceptor. 

Use of this type of optics as a sensor allows for the maximum possible amount of light to 

reach the photoreceptor and allows changes in the focal point to be measured and used as 

height information. Additionally, the use of this technology in a microscope creates a device 

with almost no flare and significantly better contrast than a standard optical microscope. It 

also uses a two-way light source comprised of a laser light source and a white light source. 
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The two light sources together provide the colours, laser intensity and height information 

necessary to create deep field colour images, laser intensity images or height images.

Figure 2.7: (a) The laser confocal microscope VK-200 (left) and its schematic, (b) Contact-type 

surface roughness instruments [74]

Another method that can be applied to measure surface roughness is a contact-type principle, 

as indicated in Figure 2.7 (b). With contact-type surface roughness instruments, a stylus tip 

makes direct contact with the surface of a sample. The detector tip is equipped with a stylus 

tip, which traces the surface of the sample and electrically detects the vertical motion of the 

stylus. The electrical signals go through amplification and digital conversion process to be 

recorded. However, this method requires much time compared to the former method. 

Therefore, the laser confocal laser scanning microscope is selected.

2.3.2 Density measurement

Theoretically, the density of a solid object is defined as the mass per unit volume of a 

substance: � = �/� in which � and � present the mass and volume of the sample. However, 

there are some methods to measure it in practice, such as X-Ray CT scanning, microscopic 

analysis of the cross-section. The X-ray CT has been utilized as an innovative non-destructive 

image method for internal porosity by providing a complete analysis of size, shape, volume 
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and distribution of pores within the whole analyzed volume [75][76]. An X-ray system 

includes an x-ray source, a sample manipulator, X-ray detector and computational devices for 

data processing [77]. During CT scanning, a set of 2D x-ray projection is acquired at various 

angles. These projects are then used to reconstruct a 3D voxel model of the sample [75]. By 

applying a grey value threshold to distinguish between air and the sample material, the 

information about internal porosity can be revealed. Figure 2.8 (left) shows several results of 

X-ray CT scanning of samples printed by the SLM process.

The microscopic analysis of the cross-section is a simpler method to get insight into the 

distribution of the pores with any cross-section of a part. The sample is cut, embedded in 

epoxy resin, ground, sanded with abrasive paper and polished. The method uses an image 

processing software capable of automatic image stitching. A pre-elaboration of the image is 

required to remove any residual scratch of the polishing process and to get a binarized image 

after selecting an appropriate threshold value [78]. The porosity percentage can be calculated 

as the ratio between black pixels count and white pixels count, while the area of the pore can 

be evaluated by knowing the pixel of the image as shown in Figure 2.8(right). The method 

allows for the assessment of pore size and distribution. Another method is gas pycnometer 

that measures the volume of part and calculates density [79][80].

Figure 2.8: (a) A picture of X-ray scanned samples and an image of a cross-section by microscopic 

analysis [81]

However, the methods described above exist some disadvantages. The drawback of the X-

Ray method is that it requires a high skill task for using devices. Significantly, the troubles of 
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using this method are high cost and high time usage. The cross-section analysis method 

confirms to specific sections of the specimen, resulting in not representing the entire part. 

Additionally, the technique demands a high cost also in terms of materials and time usage,

namely mounting, and polishing. Because of these drawbacks, they could not be applied to 

collect data for deep neural network application that ask substantial training data. Therefore, 

for fast and reducing expenditure, the Archimedes’ measurement method was used in this 

thesis.

Archimedes’ principle is a method in which a body’s immersion in a given fluid will produce 

a buoyant force acting upward on it [81] [82]. This force is equal to the weight of the 

displaced fluid. Advantages of the methods are, it is non-destructive, relatively inexpensive 

and quick. The density of a solid can be calculated by the weight of the sample in air, weight 

of the sample in liquid and the density of the liquid.

��������� =
�

���
(�� − �) + � 2.1

Where �: the density of the printed part; �: the weight of sample in the air; �: the weight 

of sample in liquid; ��: density of liquid; �:  density of air (approximate 0.001 g/cm3)

Figure 2.9: Analytical balancer and Ad-1653 kit
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For more convenient, density measurement toolkit was used. A GR-200 balancer, A&D co., 

Ltd., combined with AD-1650 density determination kit, as shown in Figure 2.9. The 

measuring accuracy of the balancer has ±0.0001g. The device records weight of part put on 

the upper pan and the lower pan and calculates density and displays on the screen 

automatically. 

The density ratio of printed parts was calculated as:

������� ����� =
|�������������������|

���������
. 100 2.2
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Chapter 3. EFFECTS OF PROCESS PARAMETERS ON THE 
PRINTED PRODUCT QUALITIES

3.1. Consolidation behaviour during SLM

SLM is technological processing. It includes a complex physical phenomenon that adds

difficulties of interaction between process parameters. During the SLM process, there are 

three types of powder consolidation mechanism. The first is solid-state sintering that occurs 

when the temperature is below the melting temperature of material powder. The mechanism 

creates necks between adjacent particles, as shown in the dash-white rectangle (a) of Figure 

3.1. The second is partial melting shown in dash-white rectangles (b) of Figure 3.1. It 

happens when the heat applied to powder particle is not enough to melt the whole particle. 

Only the shell is melted while the core of grain remains solid. And it also forms necks 

between particles. The mechanism also happens when the powder has a bi-model distribution. 

The SLM powder exists in particle size distribution. While small particles are melted, the 

larger powders are still solid. The third primary consolidation mechanism in SLM is full 

melting. It is achieved when the heat source applied is enough to melt powder completely as 

illustrated in a dash-white rectangle (c) of Figure 3.1. Therefore, depending on the supplied 

energy that is represented by process parameters, three types of consolidation mechanism 

could happen. If energy provided is not enough, which is indicated by decreasing laser power 

or increasing laser scanning speed and layer thickness as well as hatch space, material 

powder suffers the first and the second type of solidification. 

Figure 3.1: Consolidation mechanisms during SLM processing: (a) solid-state sintering, (b) partial 

melting, and (c) full melting.
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3.2. Penetration 

After melting a single line, the melt pool geometry, namely width and depth, was formed, as 

shown in Figure 3.2a). During the SLM process where multi-lines and layers were combined, 

depending on energy and interaction time of laser to material power, the current printing will 

penetrate the previously printed layer or not. Penetration is expressed by ratios of depth and 

width of melt.

If laser energy and interaction time with material powder are not sufficient, scanned lines 

are possibly melted but could not reach to the underneath layer, as indicated in Figure 3.2(b). 

Figure 3.2(b) reveals clearly each layer with large porosity. In this case, the penetration ratio 

is low. Moreover, if the laser energy is high enough and the interaction time short enough to 

create a depth of a full molten pool that is higher than layer thickness, the printing lines/layer 

will secure connection with the solid layer underneath as shown in Figure 3.2(c). Therefore, 

the penetration is accompanied by laser energy and reaction time between laser spot and 

material powder that was represented by laser power and laser scanning speed initially.

Figure 3.2: (a) Schematic of a melt pool geometry and (b) geometry of a melt pool in practice

However, too high laser energy combining with a low laser velocity creates an unwanted 

phenomenon that is called the keyhole, or deep penetration. Due to laser energy, the material 

will be heated and melted at the beginning. Increasing laser energy will make a molten 

material vapour that presents the recoil pressure. The recoil pressure depresses the molten 

pool that forms the keyhole. Moreover, the vapour pressure tends to push molten metal out 

from the keyhole what makes the keyhole deeper. Figure 3.3 indicates the process of keyhole 

formation. Due to the influence of surface tension gradient, the molten metal flows along the 
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melted pool edge at the rear part of the top surface, as shown in Figure 3.3(a). Due to vapour 

pressure, the molten metal at the bottom moves along the fusion line and then swerves to the 

centre of the melting pool on the back-keyhole wall. Meanwhile, the upper molten metal 

flows downward in the direction of the keyhole wall and returns to the bottom centre of the 

melting pool that creating a vortex. Because of the vortex, a bulge is formed, as illustrated in 

Figure 3.3(b). It will flow forward and touch the front keyhole wall to create a bridge. The 

bridge traps the bubbles. The trapped bubbles will follow the flow of molten fluid upward of 

the surface. If its speed is higher than the solidification rate, it will escape the liquid and 

distribute to the spattering phenomenon, as indicated in Figure 3.3(c). Otherwise, the bubble 

will be captured in the solid metal after laser passes away, as revealed in Figure 3.3(d) [83]. 

The porosity is mainly distributed at the bottom of the weld. Because at this location, the 

solidification rate and temperature gradient are larger than other positions.

Figure 3.3:  (a) Fluid dynamic of melting pool formed the keyhole, (b) bridge formation creating a 

bubble, (c) bubble flow [83], porosity resulted in keyhole effect in practice [84]

Before the keyhole formation, the laser is irradiated on the surface of the metal. However, 

when the keyhole is existing, the laser is irradiated through the vapour, and multiple 

reflections of the laser are achieved. Therefore, the evaporation increases the efficiency of 

laser energy absorption, which leads to intensifying of the keyhole depth. The penetration
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associating with process parameters is gradually becoming shallower with increasing laser 

speed and deeper keyhole with an increase in laser power [85]. A shallow penetration result 

that babbles escapes more easily, which reduces porosity in the printed part [86] [87]. 

3.3. Material ejection 

Material ejection of which schematic, shown in Figure 3.4, is a common phenomenon in 

powder bed fusion [88][89]. When the high laser energy is scanning on the surface of the 

powder bed, particles which are covered by the laser spot are molten, evaporates and forms a 

plume. The flow creates entrainment of powder particles. It is induced by the intensive 

evaporation that exists within the laser spot and pressure drop inside the associated vapour jet 

due to the Bernoulli effect [90]. Some surrounding particles can be consumed through direct 

contact with the liquid metal and capillary forces. The vapour-driven entrainment causes 

particles to not only be incorporated into the melt track but also be ejected vertically and 

rearward, relative to the laser scan direction [90]. The vaporized material is cooled down and 

condenses, forming particles with the size is bigger than the raw powder.

Figure 3.4: Schematic of spattering and powder ejected during the SLM process [91]
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A Photron FASTCAM SA3 model 120k, ultra-high-speed frame rate camera, was applied to 

observe the ejection of powder. Figure 3.5a shows an observation in the X-direction scanning 

of the laser, while Figure 3.5b shows an observation in the Y-direction, indicating that 

powder particles were also ejected far away from the centre of the melt track. 

Figure 3.5: Ejected particles upon (a) X-direction laser movement and (b) Y-direction laser 

movement

Ejected particles located in the manufacturing area will contribute to the next layer of the 

manufacturing process. The redeposited material may lead to an increase in the layer 

thickness locally [91]. The increasing lack of fusion in the built material reduces the 

connection of the molten material to the previous layer, and finally increases the porosity of 

the printed part. Additionally, the redistribution of ejected particles from the powder bed 

surface aggravates the balling effect; a particular phenomenon in SLM [92]

3.4. Balling phenomenon

Balling formation is the experience of melted material solidification into spheres instead of 

a continuous line or solid layer [93], which results in poor surface roughness of the finished 

part. This happens when these parameters are not correctly chosen. Due to the surface tension, 

the molt material tends to form the sphere liquid instead of spreading on the underneath 

layers [94]. Figure 3.6 indicates a schematic of balling formation during the SLM process. At 
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a specific step, the nth layer, a powder layer with a thickness of � is formed on the substrate, 

as shown in Figure 3.6 (a). After the laser spot passed, the balls were formed, Figure 3.6 (b). 

In the (� + 1)�� layer, as a result of existing balls of the previous layer, there is some 

position nearby the balls that could lead pores potentially after laser impinging.

Figure 3.6: Schematic of the balling behaviour: (a) nth powder layer scrapping, (b) Balling formation 

after processing, and (c) risky pores in next layer printing

As the laser scanning is performed line-by-line and the laser energy causes melting along 

a row of powder particle, the liquid can spread solid structure particle into a continuous shape. 

Due to an enhanced capillary instability effect caused by a high scanning speed, the liquid 

quickly collects at the contact between solid particle. A significant transverse shrinkage 

distortion tends to occur in inter-particles areas. Therefore, it results in the breakage of the 

liquid film. Additionally, the redial contraction of the liquid line will also occur. It leads to 

change in the direction of fluid flow from outward to inward. Eventually, it causes balling 

[95]. 
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Figure 3.7 illustrates the SEM images of the single-track morphology at different laser 

power and laser speed. It shows that the single scanned line will form in discontinuous line 

when laser speed increases, shown in Figure 3.7 a, b or when laser power decreases, indicated 

in Figure 3.7 c, d.

Figure 3.7: Morphology of single scanned track influenced by laser velocity (a, b) and laser power (c, 

d): (a) P = 150W; v = 800mm/s, (b) P = 150W; v = 1200mm/s, (c) P = 140W; v = 1000mm/s, and (d) 

P = 170W; v = 1000mm/s

The input energy presented by laser power and laser speed significantly affects the response 

of a powder bed system. During the analysis of single scanned track, it was figured out that 

the process parameters have a threshold to form a stable zone, as shown in Figure 3.8. The 

white zone and the orange zone present areas where the tracks are continuous and 

discontinuous, respectively. The first zone occurs at high laser speed or low laser power. It 

reveals that increasing laser power increases the range of laser velocity that makes continuous 

tracks. Additionally, decreasing laser velocity results in a broader range of the accepted laser 

power that could print good lines. 
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Figure 3.8: Single scanned line morphology due to various laser power (�) and laser scanning 

speed (�).

However, printing an entire product must consider the hatch distance, ℎ, and layer thickness, 

�, and that the result showing in Figure 3.8 was not mentioned. At the same laser power 

150�, and laser speed 1200��/�, Figure 3.7 b indicated a discontinuous scanned line, but 

a smooth surface of a layer when scanning multi-lines was considered, as shown in Figure 

3.9a. Figure 3.9a and b show a different morphology of surface scanned layers, of which 

layer thickness was 20m� and 60m� , respectively. It exposes that layer thickness also 

affects the balling because increasing layer thickness reduces energy supplies to materials 

powder. The hatch distance (space between two adjacent lines) influences the portion of 

overlap melting of the current line to the previous line. 

Figure 3.9: Surface roughness of a printed layer at a different layer thickness (a) � = 20m�,          

(b) � = 60m� ; and different hatch distance (b) ℎ = 50m�, (c) ℎ = 30m�.
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Figure 3.9(b) and (c) depict surface morphology of a scanned layer that used hatch space at 

50m� and 30m�. It clarifies that a smaller hatch distance will increase the re-melting area 

that results in reducing the balling. Therefore, investigating a single track could not be 

represented for the whole of the SLM process. Multi-parameters must be examined 

simultaneously.

Material ejection and balling result in a poor morphology of the scanned surface. If ejected 

particles or balling are small enough, they will be melted by the laser source as the initial 

powder. However, if their size exceeded the diameter of the laser spot, the laser energy will 

not melt them, and that decreases part density. This observation leads to porosity inside 

manufactured products, as explained in Figure 3.10. The dashed circles indicated the porosity 

that was created by the relocated particles. The surface roughness of the printed part also 

increases due to partially melted, and entrained powder particles that stick and agglomerate to 

the surface of the solidified melt pool [96][97]. 

Figure 3.10: Porosity of a printed part due to balling and spattering behavior.

More importantly, the balling phenomenon could be aggravated. It leads to increasingly 

worse powder bed as well as the printed part quality, as demonstrated in Figure 3.11(a) and 

(b). In terms of technical processing, the balling could cause trouble for the printing process. 
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The process could be stopped due to confliction between the blade and humped section if the 

blade is made of metal. If it is a plastic blade, it could be torn, and result in a bad powder bed, 

as shown by scratched lines in Figure 3.11(a) and create a fail printed product as indicated in 

Figure 3.11(b).

Figure 3.11: (a) Aggravated balling ( dash-black circles) and scratched lines on the powder bed 

surface, (b) a printed part affected by balling.
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Chapter 4. DESIGNING OF THE DEEP NEURAL NETWORK

In this chapter, building deep learning for prediction will be illustrated. Because each input 

data associates with target output data that were labelled, the supervised training is applied. 

The network is a fully connected layered feedforward with backpropagation in which every 

node in a layer is connected to all node in the next layer. The connection between neurons is

in one direction. There is no connection between the units in the same layer. By a given input, 

the output of the network is compared with a given target, and the error between the target 

output and the model output through the system was backward. There are two phases to build 

a network: learning and generalization processes. The first stage is typically accomplished by 

using examples and finding suitable network parameters using learning algorithms. The 

learning process will stop once the network is trained to achieve the desired performance. 

After training, a net model represents a complicated relationship, and then it can be used 

directly.

4.1. Artificial neuron mathematics

a) Perceptron 

Figure 4.1: A working of a perceptron

� = ∑ ���� + � =�
��� ���� + ���� + ⋯ + ���� = �� . � + �

�� = �(�)
� 4.1
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Perceptron [98] is the earliest and simplest neural network that includes a single input layer 

and one output unit without hidden layers. It is used for linear problems only. Each neuron 

receives a set of input values, �, and calculate the predicted value ��. Vector � = (��, … , ��)

contains the amount of the features in � examples from the training set. Each of the neurons 

has its own set of parameters, namely, weight vector, �, and bias, b, which changes during 

the training process. In each iteration, the neuron calculates a weighted average of the value 

of vector �, based on its current weight vector � and adds bias. Finally, the calculated result 

is passed through an activation function, �(. ). The working principle of a unit was shown in 

Figure 4.1 followed by Equation 4.1. Where �� is a transpose matrix.

b) Single-layer

Figure 4.2: Working of a single layer

Figure 4.2 indicates the working in a single layer, and the system state is updated by:

� = ��� + �
� = �(�)

� 4.2

Where � = {��, … , ���} is a vector output of nodes; � is a vector bias; � is a vector input of 

neurons. The � vector is the input layer. �(. ) is the activation function. Units work a similar 

calculation: 
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�� = ��
�� + ��

�� = �(��)
� 4.3

c) Deep neural network

The deep neural network, shown in Figure 4.3, is a network that contains several hidden 

layers. The input layer is considered as 0�� layer. 

Figure 4.3: A example of deep network

Figure 4.4: Working of a deep neural network

The working of the deep neural network was shown in Figure 4.4, accompanied by the 

following:
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��
(�)

= ∑ ���
(�)

��
(���)

+ ��
(�)

= ��
(�)�

��
(���)

+ ��
(�)

4.4

�(�) = �(�)��(���) + �(�) 4.5

�(�) = �(�)(�(�)) 4.6

Whereby, ���
(�)

denotes connection from the node ��� in the (� − 1)�� to the node ��� in the 

��� layer ; ��
(�)

is a scalar input of the node ��� in the layer ��� ; �(�) = ���
(�)

, … , �
�(�)

(�)
� is a 

vector input of the ��� layer; �(�) = ���
(�)

, … , �
�(�)

(�)
� is an output vector of the ��� layer, 

�(�)Îℝ�(�)
; ��

(�)
is the output of the node ��� in the layer ���; �(�) is the number of nodes in 

the ��� layer; ��
(�)

is weight vector of the node ��� in the ��� layer, while �(�) is matrix-vector 

of the ��� layer, �(�)Îℝ�(���)´�(�)
; �(�) is a bias vector of the ��� layer,  �(�)Îℝ�(�)´�     

During the training process of a deep neural network, the training set is often vast data. 

Assuming the training data has � samples with �� features each, putting together the vertical 

vectors �, �, � of each layer creates the �, �, � matrices, respectively.

4.2. Data pre-processing

The inputs of the network (investigated SLM process parameters) have different units and 

scale values, that may increase the difficulty of the problem neural network is trying to model. 

The system will get poor performance during learning and high generalization error. Pre-

processing of data is to convert the raw data to a new representation before being sent to a 

network. It significantly affects the generalization performance of a neural network. By 

removing the redundancy in the input space, the network could achieve a better 

generalization capability [99]. Learning algorithms work better or converge faster when 

features are on a relatively similar scale and are close to normally distributed. In this thesis,

the Standard Scaler was used. For {��|� = 1, … , �} , � : total training samples. The 

transformed data were defined by the following equation:

� =
����

�
    4.7

With mean: 
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   μ =
�

�
∑ (��)

�
��� 4.8

and standard deviation:

� = �
�

�
∑ (�� − μ)��

���   4.9

�: the number of samples

4.3. Deep neural network architecture

Deciding the number of neurons in the hidden layers is a significant part of determining the 

overall deep network architecture. Though these layers do not directly interact with the 

external environment, they have a tremendous influence on the final output. Using a too thin 

network will result in underfitting. It occurs when there are too few neurons in the hidden 

layers to adequately detect the signal on a complicated data set. Similarly, using a too thick 

system can result in overfitting. Overfitting happens when the network has too much 

information processing capacity that the limited amount of information contained on the 

training set is not enough to train all the neurons in the hidden layers. Moreover, a large 

network can increase the time to train the network.

There are many methods for determining the suitable number of the hidden layers and 

neurons in the hidden layers. The quantity of neurons in the input layer is equal to the number 

of features that are the investigating parameters (laser power, laser scanning speed, hatch 

distance and layer thickness). The total of neurons in the output layer is equal to the number 

of analyzed printed parts properties as density and surface roughness. The number of hidden 

layers should be set between the size of the input and size of the output. The number of 

hidden nodes was calculated by:

�� =
��

��(�����)�
4.10

��: number of input neurons; ��: number of output neurons; ��: number of samples in 

training data set; �: an arbitrary scaling factor, usually 2-10. With four input nodes and two

output nodes, the maximum hidden units should not exceed 160 nodes.
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Other techniques proved that the network capacity should be at least several times smaller 

than the size of the training set: 
��

��
<< �, where ��, ��, � are the total number of weights, 

number of output and the total number of training samples [100]. �� = (� + 1)�� + (�� +

1) �� + (�� + 1)�, where �: total number of input; ��, ��: total hidden nodes in the first 

and the second hidden layer; � : number of output. With approximately 2000 collected 

samples for training, indicated in Table 2.3; four input nodes and two output nodes, the total 

hidden unit should be smaller than 120 units. In this thesis, initial architecture was designed 

to include two hidden layers and 60 hidden nodes for each hidden layer.

4.4. Activation functions

Activation functions are important for a deep network to learn and map between the features 

and response variable. Their main purpose is to convert an input or set of input signals of a 

node in a deep network to an output. That output signal uses input in the next layer in the 

stack. Particularly, in deep learning, we do the sum of products of inputs (�) and their 

corresponding weights (�), and apply an activation function (�(�)) to it to get an output of 

that layer, and then feed it as an input to the next layer. Without an activation function, the 

network would become a combination of linear functions and would not be able to learn and 

model other complicated data. Another important property of an activation function is that it 

should be differentiable, in other to compute the gradient of loss for optimizing network 

parameters that will be presented in the next section.

There are some popular types of activation function such as sigmoid, tanh and rectified 

linear units (ReLU). The ReLU – Rectified Linear Units, Figure 4.5a, was used in the hidden 

layers [101]. It is a piecewise linear function which prunes the negative part to zero and 

retains the positive part. The ReLU has become very popular in the past couple of years

[102]. It was recently proved that it allows computing much faster than the sigmoid or tanh 

function [103]. It is very simple and efficient. The ReLU function is:

�(�) = max(0, �) 4.11

The derivative of ReLU function is given as 1 for � > 0 or 0 for � < 0. Therefore, the 

ReLu has a constant zero gradient whenever a unit is inactive.
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The sigmoid activation function [104][105], Figure 4.5b, is traditionally a very popular 

activation function for neural networks [106]. The input to the function is transformed into a 

value between 0.0 and 1.0. Inputs that are much larger than 1.0 are transformed to the value 

1.0. Similarly, values much smaller than 0.0 are snapped to 0.0. The shape of the function for 

all possible input is an S-shape from zero through 0.5 to 1.0. The sigmoid function was 

applied in the output layer only [107][108]. The sigmoid function is:

�(�) =
�

����� 4.12

Figure 4.5: ReLu (a) and sigmoid (b) activation function

4.5. Cost function

Fore training the deep network, a loss function is used. The basic consideration of 

information on the training process is the evaluate of the loss function. The goal of the 

optimization network process (training state) is to find weights and biases that minimize the 

cost function. In this thesis, for an easier process in the training step that uses a gradient, the 

cost function uses the mean square error (MSE), calculated by:

�(�, �) =
�

�
∑ (�� − ���)��

���   4.13

Where, �: number of training samples; ��: experimental output; ���: the output of network 

model; �, �: weight matrix, bias matrix, respectively. For the validating step, the mean 

absolute error (MAE) is used. The formula of MAE is:

��� =
�

�
∑ |�� − ��� |�

��� 4.14
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4.6. Training a deep neural network

The training process is about minimizing the cost function by changing the values of the �

and � parameters. The training process aims to learn a function �: �® � from a given data 

set {��, ��|� = 1, … , �} . Where �� Î � and �� Î � is the known label of �� . The process 

adjusts network parameters by direct comparison between the model output and desired 

output. The measured error, defined by Equation 4.13, is used to guide the learning process. 

4.6.1. Deep neural network parameters initialization 

Training a neural network is usually iterative and thus requires some specified initial 

point to begin the iteration. The choice of initial network parameters will influence whether 

the network model reaches a global minimum of the cost function. The update of the setting

between two units depends on both derivatives of the activation function of the upper unit 

and the lower unit. Therefore, it should avoid initial parameters that would make the 

activation function or derivative of activation zero. A too large initial weight results in 

exploding values during forward-propagation or backpropagation calculation. Moreover, it 

leads the model to saturate where the derivative of the activation function (sigmoid, for 

example) has a very small value. And being too small causes low learning [109]. In this thesis, 

to initialize the weights, Glorot uniform initializer was applied [110]. It draws samples 

randomly from a uniform distribution centred on 0 with standard deviation:

��� = �
�

���_������_���
4.15

Where ���_��, ���_��� are the number of input units and output units in the weight tensor 

respectively. The approach for setting the biases must be coordinated with the approach for 

setting the weights. Setting the initial biases to zero is compatible with most weight 

initialization [103].

4.6.2. Training algorithm

a) Gradient descent algorithm

Gradient descent (GD) is one of the most popular algorithms to optimize the neural network. 

It is a first-order iterative optimization algorithm for finding the minimum of a function. To 
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find a minimum of a function using GD, one should take steps proportional to the negative of 

the gradient of the function at the current point. To indicate how GD works briefly, the below 

example is analyzed. Optimization is a task of minimizing function �(�) by altering �. In the 

case of a neural network, it is a method to minimize cost function by adjusting network 

parameters. Assuming there is a parabola function �(�) =
�

�
(� − 1)� − 2  of which its graph 

in the Cartesian coordinate is shown in Figure 4.6.

Figure 4.6: An indication of how the Gradient Descent algorithms work by using derivative.

The blue point is a local minimum which makes the �(�) the smallest value, which is the

global minimum. In general, the global minimum is a particular case of the local minimum.

Note that, a derivation is a term that is calculated as the slope of the graph at a particular 

point. The hill is described by drawing a tangent line to the graph at the point. Therefore, if it 

can calculate this tangent line, it possibly is able to compute the desired direction to reach the 

minima. There are some indications in Figure 4.6:

- The blue point, �∗, makes the derivation of �(�), ��(�), equal to 0. 

- Derivation values of the function at the points that are left of the �∗ are negative values.  

Derivation values of the function at the points that are right of the �∗ are positive values.

- Derivation value at a point is equal to the slope coefficient of the tangent line at that point.
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From Figure 4.6, assuming �� is a point at the ��� loop, the target is bringing the �� to the �∗

as close as possible. Additionally, �� is on the right of �∗ if  ��(�) > 0 and vice versa. 

Therefore, the ���� should move to the left side to get closer the �∗: ���� = �� + �, in which 

the sign of � value is opposite of the derivation of the function. In general, the new point:

��+1 = �� − ��′
(��) 4.16

In which, � is a constant factor, and the minus sign means that the ���� should move to the 

opposite direction of the derivation value. This technique is named gradient descent.

Applying the GD to the neural network, we have:

��+1 = �� − ����(��) 4.17

In which, �: network parameters, �, �; ���(��):  derivation of the loss function with respect 

to � at ��� loop; � is called the learning rate.

In deep learning, it always requires finding the global minimum of the cost function. 

However, the finding is very difficult or even impossible sometimes. Therefore, the solution 

is finding the local minimum points and then comparing them to find the global minimum. 

Moreover, the local minimum is a solution to solve the equation ��(�) = 0. However, solving 

the equation ��(�) = 0 is extremely difficult due to the derivation complexity, and the 

dimension of the data or data quantity. Therefore, the gradient descent is a solution to solve 

the mentioned problem. Starting at a certain point, a loop is applied to approach the global 

minimum point.

b) Gradient descent with backpropagation

To apply GD as Equation 4.17, the gradient of the cost function of weights matrices �(�), 

and vector biases �(�),   must be computed. Assuming �(�, �) is a cost function, where �, �

are weight matrices and bias vectors, respectively. Therefore, ��(�)�, ��(�)�, � = {1, … , �} must 

be calculated. For easier calculation gradient of �(�), ��� (� is variances of the cost function)

it should be computed from the output layer because it relates to the output of the model. This 

technique is called back-propagation. Noting that backpropagation refers only to the method 

for computing the gradient while gradient descent is used to perform learning using gradient 

[103]. Figure 4.7 will be used to explain the backpropagation.
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Figure 4.7: Schematic of backpropagation working. The (� − 1)�� layer and (� + 1)�� possibly are 

the input layer and the output layer, respectively

For the feedforward process:

- The output of the first layer is the vector input training data:

�(�) = � 4.18

- Input of the ��� layer is calculated by the following:

�(�) = �(�)��(���) + �(�) 4.19

- Output of the ��� layer is calculated by the following:

�(�) = �(�)(�(�)) 4.20

- The output of the output layer, ���:

�� = �(�) 4.21

- Calculation of the cost function:

�(�, �) =
�

�
∑ (�� − ���)��

��� =
�

�
∑ ��� − ��

(�)
�

�
�
��� 4.22

Where � is total training samples.

For the backward process:

At the output layer, ���, the partial derivative of the cost function with respect to a weight 
��� is calculated, applying the chain rule, as shown in the following:
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��
(�) =

��

��
�
(�) .

���
(�)

��
��
(�) = ��
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Therefore Equation 4.23 becomes:
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Similarity, the gradient of cost function by biases at the output layer:
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For a specific layer � < �, as shown in Figure 4.7, we have:
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Where: ��
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Therefore:
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Similarity, we have: 
��

��
�
(�) = ��

(�)
           4.33

It reveals that calculating the ��
(�)

is very important. Moreover, Equation 4.31 shows that to 

calculate ��
(�)

, ��
(���)

needs to be computed. Therefore, following that condition, we need to 

calculate from the output layer. Algorithm 1 describes the backpropagation calculation. 

Appendix 1 indicates an example to better understand of the backpropagation calculation.
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Algorithm 1: Calculation of partial deviation by backpropagation

Required:

+ Network depth: �

+ �(�), � = {1, … , �}: the weight matrices of the model

+ �(�), � = {1, … , �}: the biases parameters of the model

+ �: the input in mini-batch to a process; �: the target output in mini-batch to process

Forward computation: 

�(�) = �

for � = 1, … , �:

�(�) = �(�)��(���) + �(�)

�(�) = �(�)(�(�))

end

�� = �(�)

�(�, �) =
�

��
∑ (� − ��)���

���   

Backpropagation:

Output layer, �,:

�(�) = ��(�)� Îℝ�(�)

��(�)� = �(���)�(�)Îℝ�(���)´�(�)

��(�)� = �(�)

for � = � − 1, � − 2, … , 1:

�(�) = (�(���)�(���)) ⊙ ��(�(�)) (⊙: element-wise produce)

Update gradient for weights and biases:

��(�)� = �(�), biases

��(�)� = �(�)�(���)�  

end
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There are three methods to use for training data. The first mode is that neural network 

parameters are updated for each sample of training data. Another approach is a form that 

network parameters are updated for the entire training dataset. However, the first approach 

leads to noise because it is affected by each and every sample. The second approach results in 

some bad situations; It is more computationally expensive, requires every iteration which will 

become very long and significantly longer to train the model. Therefore the third approach, a 

mini-batch � of �� samples from the training set were selected for every iteration, �� < �. 

During updating the network parameters, the gradient was computed from the mini-batch, 

rather than the training set and then update network parameters. The cost function at Equation 

4.13 becomes:

�(�, �) =
�

��
∑ (�� − ��� )���

��� 4.34

c) Gradient descent with adaptive momentum

Recall Equation 4.17, ��+1 = �� − ����(��). Learning rate, �, reflects how much the neural 

network parameters follow the opposite direction of the gradient. Unfortunately, the hyper-

parameters learning rate could be tough to set because it significantly affects the performance 

of the network. Figure 4.8 and Figure 4.9 indicate the effects of learning rate on the 

convergence of an example function: �(�) = �� + 5sin(�) of which derivative is ��(�) =

2� + 5cos(�) and update rule: 

���� = �� − �(2�� + 5cos(��)) 4.35

Figure 4.8 shows the convergence of a red-point of the function at the learning rate � =

0.01. It shows that if it is set too small, then the parameter update will be very slow, and it 

will take a very long time to reach the lowest point. It will never reach the minimum point if 

the iteration is not enough. Otherwise, if the learning rate is set too large at � = 0.5, as 

demonstrate in Figure 4.9, then the point will move to the lowest point very fast but over the 

minima and keep bouncing without ever reaching the minima.
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Figure 4.8: The convergence of a network model at learning rate � = 0.01

Figure 4.9: The convergence of a network model at learning rate � = 0.5

Therefore, it needs an algorithm that can adapt the learning rate themselves. [111], [112], 

[113]. The most popular algorithm is adaptive moment estimation [114]. It considers the 

exponentially decaying average of the past gradient, �� , and the exponential decaying 

average of the past squared gradient, ��:
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�� = �� ∗ ���� + (1 − ��) ∗ �� 4.36

�� = �� ∗ ���� + (1 − ��) ∗ �� ⊙ ��  4.37

Where: �� = ����(�) is gradient on current mini-batch at timestep � that is calculated by 

backpropagation, described in Algorithm 1; and �� ⊙ �� indicates the elementwise square; 

�� and �� denotes exponentially weighted averages of past gradient and the squared past 

gradient, respectively, initial �� = 0 and �� = 0 ; �� = 0.9 and �� = 0.999 are hyper-

parameters controlling the exponential decay rates of these moving averages. The update rule

when applying adaptive learning rate algorithm follows [114]:

��+1 = �� − � ��

���+�
4.38

In which � = 1� − 08 is a small quantity preventing the division of zero.

- Considering Equation 4.36 with initial �� = 0, the subsequent update equations follows:

�� = (1 − ��) ∗ ��

�� = �� ∗ �� + (1 − ��) ∗ �� = �� ∗ (1 − ��) ∗ �� + (1 − ��) ∗ ��

�� = �� ∗ �� + (1 − ��) ∗ ��

      = �� ∗ [�� ∗ (1 − ��) ∗ �� + (1 − ��) ∗ ��] + (1 − ��) ∗ ��

      = �� ∗ �� ∗ (1 − ��) ∗ �� + ��(1 − ��) ∗ �� + (1 − ��) ∗ ��

Þ �� = (1 − ��) ∑ ��
����

��� ∗ ��

These above equations indicate that the previous gradients are also included in the current 

update. Therefore, it reveals that if the past gradients are in the same direction, the current 

gradient is reinforced. The reinforcement possibly helps network model that prevents a local 

minimum. The blue lines in Figure 4.10 and Figure 4.11 depict a function �(�) = �� + 10 ∗

���(�) of which derivation is: ��(�) = 2� + 10 ∗ cos(�) and the moving of the red point is 

the movement of the solution based on the gradient descent method. The function �(�) has a 

local minimum and global minimum. Without the exponential average factor, the red point 

converges early at the local minimum, which is not the expected solution, as shown in Figure 
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4.10. However, due to the exponential average factor, the red point passed the local minimum 

to converge at the global minima.

Figure 4.10: Gradient descent without the exponential average factor

Figure 4.11: Gradient descent with the exponential average factor

If the past gradients are bounced off each other, that means the signal of the gradient is 

changed after every iteration, they will be cancelled out because of the sum. Finally, it 

reduces the oscillation and enhances the convergence of the network model. Another 

advantage is the effect of exponentially weighted average on the actual direction, which is 

demonstrated in Figure 4.12. Because derivatives of the cost function are noisy, it leads to 

possibly going in the wrong direction towards the minima. Therefore, the exponential average 

of the past gradients corrects the direction to the actual derivate, which is better than the 

noisy calculations.
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Figure 4.12: Correction direction actual step due to exponential weighed average factor

Equation 4.37 calculates an exponential average of the square of the gradients. By dividing 

it in Equation 4.38, the learning rate will be adaptively updated much larger for a small 

average and lesser for a large average of the past gradients.

Figure 4.13: Gradient step without the exponentially weighted average (up)  and with the 

exponentially weighted average (down) (Image source: DataCamp)

The benefit of using the exponential average is when the current point lies in ravines area 

where the surface of the cost function curves much more steeply in one dimension than in 

another [115]. Figure 4.13 illustrates contours of the quadratic cost function in which the red 

point is a minima point. Without the exponentially weighted average, the gradient will tend to 

oscillate across the ravines following point A to point B and then point C, as shown in Figure 

4.13 (up) With each iteration of gradient descent, the update points move toward the optimal 

point in an upward and downward manner. The exponentially weighted average helps 

accelerate gradients in the right direction, as shown in Figure 4.13 (down). However, the first 

couple of iteration will provide a bad average because of the lack of values to average. 

Therefore, instead of using �� and ��, it uses the bias-corrected version of them: �� � =
��

����

and ��� =
��

����
. Finally, the update rule using the adaptive learning rate algorithm follows:
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��+1 = �� − � ���

����+�
4.39

By applying the adaptive momentum algorithm, learning rate for each neural network 

parameters will be adaptively updated individual, thus, increases training speed and 

convergence rate. The gradient descent with adaptive learning rate algorithm is described in 

Algorithm 2.

Algorithm 2: Gradient descent with adaptive momentum algorithm

Required:

+ Mini-batch

+ ��� = 0, ��� = 0, Initial exponential weighted average of weights

+ ��� = 0, ��� = 0, Initial exponential weighted average of biases

+ � : Initial learning rate

+ ��, ��

On iteration �: 

+ Calculate exponential weighted average of gradient and squared gradient of weights and biases:

��� = �� ∗ ��� + (1 − ��) ∗ ��

��� = �� ∗ ��� + (1 − ��) ∗ ��

��� = �� ∗ ��� + (1 − ��) ∗ ���

��� = �� ∗ ��� + (1 − ��) ∗ ���

   + Calculate biased correction:

���� =
���

����
�

���� =
���

����
�

���� =
���

����
�

���� =
���

����
�

    + Update weights and biases:

� = � − �
�� ��

�������

� = � − �
�� ��

�������
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4.7. Neural network regularization

The target of training a deep neural network is to ensure that the built model will generalize 

well for unseen data [116]. Many studies presented that the generalization ability of a neural 

network model is affected by a balance between the training examples and the size of the 

network [117] [118][119]. If the training data does not match the neural network complexity 

(such as when the network is very complex but with little training data) the network will 

present a bad generalization including underfitting and overfitting [120]. Due to overfitting, 

the network possibly produces excellent results as a small cost function for the training data 

but built a poor generalization capability. The model fits the noise in the data rather than the 

underlying function as shown in Figure 4.14c, where the blue line that presents for the trained 

model does not follow the green line that presents the correct model. 

Figure 4.14: (a) Underfitting, (b) good fit, and (c) overfitting problematic (Image source: 

fundaml.com)

The overfitting often happens when a net model is too complicated. However, a thin

network model possible leads to underfitting. It is a problem when a model could not learn 

enough from the training data and not capture the dominant trend, as shown in Figure 4.14a. 

The target is the development of a good model, as demonstrated in Figure 4.14b. There are 

several techniques used to regularize the network model based on preventing the capacity of a 

network model. In this thesis, the weight decay and dropout techniques are applied to prevent 

the overfitting.

4.7.1. Weight decay regularization

Weight decay regularization is a method to simplify the network model for achieving a 

better generalization by adding an additional term to the cost function that will penalize 
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complexity [116]. This method decreases the complexity of the model by limiting the growth 

of the weights, which is by adding a parameter norm penalty to the cost function:

��(�) = �(�) +
�

�
� ∑ ��

�
� = �(�) +

�

�
���� 4.40

Where, �(�) is the cost function, described in Equation 4.34 and ��(�) is the regularized 

cost function; � is a vector containing network parameters and ��is its transpose;  � is called 

regularization parameter governing how strongly large weights are penalized. It means that �

denotes the relative contribution of the penalty term, ∑ ��
�

� , relative to the original cost 

function, �(�). When � = 0, it means no regularization, and large � forces the weight to 

become smaller. The calculating gradient from Equation 4.40 follows:

����(�) = ���(�) + �� 4.41

Following Equation 4.17, the weights are updated by:

� = � − � �����(�)� = � − �(���(�) + �� ) 4.42

Written another way, the update is:

� = (1 − ��)� − ����(�) 4.43

Equation 4.43 reveals that the adding weigh decay modifies the learning rule by rescaling

the weight vector on each step before performing the usual gradient update. Preventing the 

overfitting by applying the weight decay were presented [121][122]. The initial regularization 

parameter, �, was selected at 0.0001.

4.7.2. Dropout 

Dropout is another technique which addresses overfitting. It prevents overfitting and 

provides a way of approximately combining different neural network architectures

[123][124][125]. Dropout means shutting down units randomly and temporarily in a neural 

network. It temporarily deactivates it from the network, as shown in Figure 4.15, which

indicates a network model before (Figure 4.15a) and after (Figure 4.15b) dropout. The 

selection of ignored units is random. Each unit has remained with a fixed probability �,
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independent of another one. Form the original architecture, dropout results in a smaller 

network that contains all the remained units. 

Figure 4.15: Neural network (a) before and (b) after applying dropout

Let � = {1, … , �} index the hidden layers of a network that has � hidden layers; ��
(�)

, ��
(�)

denote vector input and output of the ��� layer; ��
(�)

, �(�) denote weights and biases at the ���

layer. The feedforward of network with dropout follows:

��
(�)

~���������(�)

��(���) = ��
(�)

⊙ �(���)

��
(�)

= ��
(���)

��(���) + ��
(�)

��
(�)

= ����
(�)

� ⎭
⎪
⎬

⎪
⎫

4.44

Where ⊙: denote an element-wise product. For any layer �, ��
(�)

is a binary mask which has 

probability � of being 1. The ��
(�)

is multiplied element-wise with the output of that layer �(�)

to form a thinner output ��(�). The thin output ��(�) is applied as input to the next layer. 

The training stage is used through the sub-network. After training, at the testing set, the 

network is used without dropout. When using dropout, the large neural network will be at a 

lesser risk of overfitting [120][126][127]. The initial value of hyperparameters � was 

recommended from 0.3 to 0.8. � = 0.5 was selected and will be tuned in this thesis. In 

addition, a combination of the dropout method and weight decay technique to improve the 

performance of the neural network was presented [128]. 
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4.8. Deep neural network validation

During the training stage, the data splitting method has a significant impact on the 

performance of the final model. By partitioning the available data into other sets, the data will 

significantly reduce the number of samples which can be used for learning the model, and the 

results can depend on a particular random selection for the pair of sets. Therefore, in this 

thesis, the cross-validation technique was used [129]. Cross-validation is a statistical method 

of evaluating and comparing learning algorithms by dividing data into two subsets: one used 

to train a model and the other used to validate the model. The sets mush cross-cover in 

successive rounds such that each data point has a chance of being validated against. The most 

common of this technique is � − ���� cross-validation. Following this technique, the data 

randomly partitioned into � equal (or nearly equal) size subsamples. Of the � subsets, a 

single sub-sample is retained as the validation data for testing the model, and the remaining 

� − 1 subsamples are used as training data. The training process is then repeated � times (the 

folds), with each of the � subsamples used exactly once as the validation data. The � results 

from the folds can then be averaged to produce a single estimation [130]. 

Figure 4.16: Process of k-fold cross-validation

Figure 4.16 illustrates the process of k-fold cross-validation, of which the white sections are 

used for training, and the diagonal stripe segments are used for validation. In each iteration, 

the training algorithm used � − 1 folds of data to train the network model, and subsequently,
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the trained model is asked to predict the data in the validation fold [129]. The cost � is 

averaged from these iterations, 
�

�
∑ ��

�
��� . The profit of this method is that all training data set

are applied for both training and validation, and each observation is used for validation 

exactly once. Sub-data based on k-fold cross-validation should be independent and non-

overlapping. If � value is too large, the training set is closer to the full data size but 

increasing the overlapping between iterations. This thesis uses � = 10 that has proved to be a 

good compromise [131] [129].

Figure 4.17: The flowchart of the training process of the deep neural network

Summarily, the total training algorithm of the deep neural network model is described by a 

flowchart in Figure 4.17. Firstly, the whole data collected by the experiment was divided into 
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data sets for training and testing. The training data set was split into the training folds and test 

fold. In each mini-batch partitioned from training folds, the input was fed to the network to 

calculate mean square error at the output layer. Each gradient of network parameter was

computed by applying the backpropagation technique. Weights and biases were updated 

based on the adaptive learning rate algorithm. And the mean absolute error was computed. 

The process was repeated for all mini-batches and then all folds. After performing in all folds, 

the mean absolute error was averaged. The initial factors, such as neural network architecture, 

learning rate, dropout probability, were tuned to achieve a desirable average mean absolute 

error without overfitting. Next, the total training data set without k-fold splitting was finally 

used to train to gain the final neural network model. The final step is evaluating the network 

model by the test data set.

The neural network is implemented by using the TensorFlow of Google and Python 

programming language version 3.5. The MAE during the training process is shown in Table 

4.1 and Figure 4.18. The figure reveals that the network model converges very fast at every 

fold. Moreover, values of train and validation process are close together, as indicated in Table 

4.1. Average MAE of training and MAE of testing data are 2.4607 and 2.4127, respectively. 

It means that the developed model avoided the overfitting. Therefore, the developed neural 

network model is suitable for use.

Figure 4.18: Virtual mean absolute error of 10-fold cross-validation
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Table 4.1: Mean absolute error during training and testing of the neural network

Fold Mean absolute error

Training Validation

Fold #1 2.5037 2.4567

Fold #2 2.1269 2.4647

Fold #3 2.2973 2.4761

Fold #4 2.4010 2.4584

Fold #5 2.2642 2.4037

Fold #6 2.1313 2.3889

Fold #7 2.3995 2.2825

Fold #8 2.3395 2.4168

Fold #9 2.4497 2.5758

Fold #10 2.0782 2.6835

Average MAE 2.4706

MAE of testing 2.4127
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Chapter 5. DESIGNING OF THE OPTIMIZATION SYSTEM

5.1. Generating data for prediction

The deep neural network, after being developed and verified, is applied to predict for new data. The 

data needing prediction were generated by a combination of the investigating SLM process 

parameters and their values. Laser power has 21 levels by changing from 80W to 180W with 5W 

variation. Laser scanning velocity factor has 18 levels, between 800mm/s to 2500mm/s with 100mm/s 

variation. Layer thickness has 13 levels by moving from 20µm to 80µm with 5µm variation. Hatch 

distance factor take 15 levels by changing from 30µm to 100µm with 5µm variation. Table 5.1

indicates process parameters that were used to predict by the developed deep neural network model.

Table 5.1: Generated data for predicting

Factor Min value Max Value Interval Level

Laser Power (W) 80 180 5 21

Laser scanning speed (mm/s) 800 2500 100 18

Layer thickness (µm) 20 80 5 13

Hatch distance (µm) 30 100 5 15

5.2. Optimization system algorithm

The optimization algorithm is shown in Figure 5.1. Firstly, the developed deep neural 

network is used to predict of generated data, including approximately 73 thousand input 

vectors, which is indicated in Table 5.1. The generated data includes inputs that represent the 

SLM process parameters, namely laser power, �, laser velocity, �, layer thickness, �, and 

hatch distance, ℎ, without labeled output. The predicted values of the network model are

stored as Predicted data as properties of the product printed by SLM, namely density ratio, �, 

and surface roughness, �� . Once a user set desirable product qualities, the system will 

compare it with Predicted dataset. The point in Predicted data of which predicted values fit 

with the user input would be indexed and saved as Indexed data. If there is more than one 

point in Predicted data that are indexed, the Indexed data will be filtered. The filtered 

conditions include some thresholds to subtract only one point. The final point is the optimal 

process.
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Figure 5.1: Algorithm of the Optimization System

5.2.1. Filtering condition

- Filter 1: Boundaries condition:

Although achieving a nearly full density of a product printed by SLM technology, 

component fabricated by this technique could not be higher than the bulk material. Moreover, 

a product with too high porosity is not acceptable in the SLM scope. Therefore, data of which 

predicted density exceeds 100 percentage or lower than 75 percentage must be filtered. In 
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considering surface roughness, the predicted data is limited between the minimum and 

maximum values of the original data used to train and test the neural network. 

- Filter 2: Supplied energy condition:

Additionally, the experimental results were analysed to find the relationship between 

process parameters and printed product qualities. Previous studies presented that single melt 

lines have near semi-circular cross-section during the SLM process. Therefore, the SLM 

process can be simplified as the joining of overlapping areas. Figure 5.2 indicates an overlap 

area of two adjunct scan lines. ℎ, �, �, � are hatch distance, layer thickness, the radius of cross-

section of single scanned line, and overlapping height, respectively. To achieve a full density 

part, �³ � [132]. Therefore, the radius value is calculated by:

�� = �� +
��

�
5.1

Therefore, the energy equation to account for the material volume is calculated as:

� =
�

�.
�

�
p.(���

��

�
)

5.2

Figure 5.2: Schematic presenting the overlap zone during the SLM process.

Figure 5.3 (a) shows experiment results in which layer thickness and hatch distance are 

fixed at 20m� and 30m�, respectively. The diagonal-stripe areas denote cracked samples 

when using corresponding parameters. Applying Equation 5.2 to calculate supplied energy 

illustrates that all the cracked samples happen when the supplied energy is higher than about 
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152�. ����. These values are the smallest in the investigating range, resulting in the highest 

supplied laser energy, as mentioned in Table 5.1. Therefore, changing parameters generates a 

smaller than 152�. ���� of energy, which can avoid the cracking behavior. Moreover, the 

experiment at 80m� of layer thickness and 70m� of hatch distance reveals that printed were 

broke because of lacking fusion energy, as shown in the diagonal-stripes area Figure 5.3(b). 

Following the process described above, energy should be higher than 5�. ���� to print a 

successive product. Therefore, in consideration of supplied energy, the predicted set will be 

filtered data that makes laser energy in the range between 5�. ���� and 152�. ����.

- Filter 3: Productivity of the SLM process

The productivity of SLM is defined as �̇ = �. ℎ. �. It is described by the material volume 

being created from material powder over time. It is a relationship between layer thickness, 

laser scanning speed and hatch space. If there are several data passing the Filter 1 and Filter 2, 

maximizing productivity is used as the terminal condition.

Figure 5.3: (a) Cracked and (b) broke samples during SLM processing
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5.3. Case study

A bone (structure in Figure 5.4) is a porous composite material laid down by osteoblast cells 

and can be classified into the cortical bone and cancellous bone. The latter is a highly porous 

structure that normally is fabricated in a scaffold [133] [134] or gyroid structure [135] [136]

by AM method. The former is the hard outer shell of bone with lower porosity. The density 

ratio of cortical bone is in 90% - 95% [137] [138] [139] [140]. 

Figure 5.4: Bone structure

During an implant application, the rough surface exhibits better osseointegration and tissue 

integration performance than a smooth surface. The implant had high ability in both cell 

proliferation, and cell attachment, where the surface roughness, Sa was at 45mm and 53.25mm

[141]. Therefore, 90% and 95% of the density ratio and 45mm and 53.25mm of surface 

roughness were selected to request the developed system. Density and surface roughness 

properties were then combined, resulting in four pairs of requests: Case 1 (90%, 45mm); Case

2 (90%, 53,25mm); Case 3 (95%, 45mm) and Case 4 (95%, 53.25mm). Table 5.2 indicates the 

optimal parameters corresponding to each requirement. These parameters were used to print 

samples.

The printed sample was taken to measure density and surface roughness. The density of the 

printed sample was measured by Archimedes’ principle, while surface roughness was valued 

by the VK-200 confocal microscope scanning as described in Chapter 2. The measured 

results are indicated in  Table 5.3; Case 1 had 90,85% of density ratio and 46mm of surface 

roughness; Case 2 had 90,59% of density ratio and 52mm of surface roughness; Case 3 had 

95.755% of density and 52mm of surface roughness; and  Case 4 had 95.285% of density 



88

ratio and 52.5mm of surface roughness. The errors of density ratio and surface roughness 

between requirements and experiment are; 0.85% and 1mm; 0.59% and 1.25mm; 0.755% and 

2mm; 0.285% and 0.75mm for Case 1, Case 2, Case 3, and Case 4, respectively, as indicated 

in Table 5.3. The deviation between initial user requirements and the tested results prove that

the results met the requested values and developed optimization system is valid for 

application. 

Table 5.2: Optimal process parameters corresponding with the user requests

User request Optimal process parameters

Case

study

Density 

ratio

(%)

Surface 

roughness

(mm)

Laser

power,

P, (W)

Laser scanning

Speed,

v, (mm/s)

Hatch 

distance,

h, (mm)

Layer 

Thickness,

t, (mm)

Case 1 90 45 180 2200 100 60

Case 2 90 53.25 180 1800 100 75

Case 3 95 45 180 1200 100 75

Case 4 95 53.25 180 1800 35 80

Table 5.3: Comparison of a user request and experiment result of which process parameters are 

generated from the optimization system.

Factor User requirement Experiment Deviation

Case 1: P: 180W, v = 2200mm/s, h = 100mm, t = 60mm

Density ratio (%) 90 90.85 0.85

Surface roughness(mm) 45 46 1

Case 2: P = 180W, v = 1800mm/s, h = 100mm, t = 75mm

Density ratio (%) 90 90.59 0.59

Surface roughness(mm) 53.25 52 1.25

Case 3: P = 180W, v = 1200mm/s, h = 100mm, t = 75mm

Density ratio (%) 95 95.755 0.755

Surface roughness(mm) 45 47 2

Case 4: P = 180W, v = 1800mm/s, h = 35mm, t = 80mm

Density ratio (%) 95 95.285 0.285

Surface roughness(mm) 53.25 52.5 0.75
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5.4. Implementation of the system.

In this thesis, the TensorFlow libraries combined with Python version 3.5 were used to 

implement and develop the neural network and the total optimization system.  Python is an 

elegant and robust programming language that offers the power and general applicability of 

traditional compiled languages with the ease of use of simpler scripting and interpreted 

languages [142]. It combines remarkable expressive power with very clean, simple and 

compact syntax. Additionally, it is a functional language for performing mathematical 

calculations. TensorFlow is an open-source software machine learning library developed by 

Google. It uses tensor (multi-dimensional arrays) as its primary datatype and runs the 

learning algorithm as if data is flowing through the graph structure [143]. It was designed to 

allow efficient computation, especially in deep learning tasks [144] [145]. At first, the 

structure of neural is defined, then training data is feed into the structure to optimize the 

network model. Comparing predicted values with the labelled values is the final step to 

evaluate the developed network model. TensorFlow has become the tool of choice among 

professionals and researchers to implement machine learning solutions.

Additionally, �������, an inbuilt Python module, was applied to build a graphical user 

interface (GUI) apps for more convenience during use. It provides a robust and platform-

independent windowing toolkit by using ������� package. Figure 5.5 demonstrates the 

graphical user interface of the optimization system. In this GUI, user requests are asked to 

input the two entries “Density ratio” and “Surface roughness”, correspondingly. The input 

must satisfy the Filter conditions. After that, the optimizing process is called by bottoming 

the “Optimizing”. The optimal process parameters will be displayed in four labels; “Laser 

power”, “Laser scanning speed”, “Hatch distance” and “Layer thickness”, respectively. The 

optimal parameters are exported and saved at ∗. ��� format file by calling the “Save” function. 

To re-use the process, the “Reset” bottom needs to be called. These functions are also 

included in the Toolbar. In the end, the system is quitted by calling the “Exit” function.
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Figure 5.5: Graphical User Interface (GUI) of the developed optimization system

5.5. Aspect benefits

The optimization system operates based on deep learning. Deep neural networks have the 

ability to learn and model non-linear and complicated relationship. After teaching the 

network model by collected data, it can infer the unseen relationship on unseen data. In 

addition, the deep neural networks do not impose any restriction on the input variables. These 

advantages are very important because the relationship between SLM process parameters and 

its product are non-linear and complicated. Other statistical-based optimization widely used

include, response surface methodology (RSM), Taguchi, design of experiment (DOE). 

However, any form of a non-linear relationship among the variables could not reduce the 

prediction accuracy. Therefore, optimization using deep learning algorithm is an advanced 

technique. Additionally, the metal Additive Manufacturing is a robust evolution in all 

industries, namely automotive, aerospace, medical, and so on. The expanding usage of metal 

AM requires much time to train for a new operator. Using the developed optimization system 

will suggest a suitable parameter at the beginning that reduces the training time. The system 

also reduces testing cost and time, getting a fail part, and expertise requirement that decreases

manufacturing expenditure finally. Expanding research and applying the metal AM all over 

the world increasingly distributes researched data in society. Therefore, applying artificial 

intelligence in this thesis is paving the way for future research. 
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Chapter 6. CONCLUSION AND FUTURE WORK

This thesis is a study in optimizing Selective Laser Melting crucial process parameters for 

fabricating medical application parts based on deep learning. A system for optimizing process 

parameters of Selective Laser Melting Ti-6Al-4V parts manufacturing has been developed. 

The developed optimization system applied supervised learning deep neural network. The 

deep neural network architecture, as well as training algorithm, were built. These investigated 

parameters such as laser power, laser scanning speed, layer thickness and hatch distance were 

the input while printed product qualities namely density ratio and surface roughness collected 

from the experiment were the output of the deep neural network model. The gradient descent 

used to calculate the derivative of the mean square error function was combine with 

backpropagation applied to train the network model. In the training stage, the k-fold cross-

validation method was applied. The adaptive momentum algorithm that required the 

exponentially weighted average was utilized. It individually updates the parameters of deep 

neural network separately. Therefore, the process of training network model was sped up, and 

prevent the noise of the cost function. For preventing the overfitting problematic resulting in

a bed generalization, the network was regularized by weight decay and dropout methods. The 

weight decay method was used by adding an additional term that penalty the large weights. 

The dropout technique was performed by shutting down a neural node randomly to reduce the 

complexity of the network model. The errors of training, testing were 2.4607 and 2.4127, 

respectively. The results indicated an acceptable error of training. They were small and 

closed each other. Thus, the developed neural network model was not overfitting. Therefore, 

the network had a good generalization and a reliable model for prediction.

The deep network model after tuned and achieved an acceptable error was used to predict a 

new dataset. A selection system was built to index the optimal process parameters based on a 

user requirement as product properties. By analysing the experiment results, the relationship 

between process parameters and printed samples was considered as filtering conditions that 

were applied to the optimization system. The optimization system used desirable density, and 

surface roughness from a user as the inputs and generated process parameters as the output. 

The optimization system scans the predicted data, and then filters and indexed the optimal 

parameters that satisfy a user request. A graphical user interface was created for more 
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convenience while using the system. To verify the optimization system, the optimal 

parameters suggested by the system were used for the SLM process again. The error between 

the user requirement and the experiment confirmed the success of the developed system. The 

optimization system solved the difficulty of selecting an SLM suitable process parameters to 

manufacture the desired product qualities. It reduces the expenditure of SLM manufacturing 

by decreasing pre-processing time and cost.

For the future, training data will be collected further to improve performance of the system.

More process parameters, as well as properties, will be investigated, which will be an 

improvement on the current four crucial process parameters. Additionally, other algorithms 

such as unsupervised learning, and semi-supervised learning and reinforcement learning will 

be considered instead of supervised learning. 
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Appendix 1: An example of backpropagation calculation

Initial weights, the biases and the training input/outputs are described in Figure below;

sigmoid activation function

Feedforward calculation

For the hidden layer:

Input of node ��: ���
= ���

� ∗ �� + ���
� ∗ �� + �� ∗ 1 = 0.3775

Output of node ��: ���
=

�

���
����

=
�

�����.���� = 0.5932

Carry out the same process for node ��: ���
= 0.5968

Calculate the same process for output �� and ��:

���
= ���

� ∗ ���
+ ���

� ∗ ���
+ �� ∗ 1 = 1.1059

���
=

1

1 + �����
=

1

1 + ���.����
= 0.7513

Similarity: ���
= 0.7729

Total error: � = ���
+ ���

���
=

�

�
(������ �� − ���

)� =
�

�
(0.01 − 0.7513 )� = 0.2748
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Similar: ���
= 0.0235

Therefore: � = 0.2748 + 0.0235 = 0.2983

Backward calculation: 

The goal of backpropagation is to update each of the weights in the network that results in 

the actual output is closer to the target output. Considering how much a change in the weights 

���
� affects the total error, 

¶ �

¶
���

�
must be calculated. 

¶�

¶
���

�
is the partial derivative of � with 

respect to ���
� , or the gradient with respect to ���

� .

By applying the chain rule, we have:

¶ �

¶���
�

=
¶ �

¶���

∗
¶ ���

¶���

∗
¶ ���

¶���
�

Ø � = ���
+ ���

=
�

�
(������ �� − ���

)� +
�

�
(������ �� − ���

)�

Þ
¶ �

¶���

= 2 ∗
�

�
(������ �� − ���

)��� ∗ −1 + 0 = −(0.01 − 0.7513) = 0.7413

Ø ���
=

�

�������

Þ
¶ ���

¶���

= ���
�1 − ���

� = 0.7513(1 − 0.7513) = 0.1868

Ø ���
= ���

� ∗ ���
+ ���

� ∗ ���
+ �� ∗ 1

Þ
¶ ���

¶
���

�
= ���

= 0.5932

Therefore: 

¶ �

¶
���

�
= 0.7413 ∗ 0.1868 ∗ 0.5932 = 0.0821
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To decrease the error, gradient descent update rule is used (with learning rate is set to 0.5, 

for instance):

���
�� =  ���

� −  � ∗
¶ �

¶
���

�
= 0.4 − 0.5 ∗ 0.0821 = 0.3589

Repeating this process to get the new weight:

���
�� = 0.4086; ���

�� = 0.5113; ���
�� = 0.5613

Hidden layer. 

For calculating new values for ���
� , ���

� , ���
� , ���

� , the original weights are used, not the 

updated weights. Let consider the ���
� firstly.

¶ �

¶���
�

=
¶ �

¶���

∗
¶ ���

¶���

∗
¶ ���

¶���
�

= (
¶ ���

¶���

+  
¶ ���

¶���

) ∗
¶ ���

¶���

∗
¶ ���

¶���
�

Because ���
affects both ���

and ���
, therefore, 

¶ �

¶���

needs to take into consideration its 

effect on both output neurons:

Ø
¶ �

¶���

=  
¶ ���

¶���

+  
¶ ���

¶���
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+ 
¶ ���

¶���

=
¶ ���

¶���

∗
¶ ���

¶���

¶ ���

¶���

=
¶ ���

¶���

∗
¶ ����

¶���

= 0.7413 ∗ 0.1868 = 0.1384

���
= ���

� ∗ ���
+ ���

� ∗ ���
+ �� ∗ 1

Þ
¶ ���

¶���

= ���
� = 0.4

Þ
¶ ���

¶���

= 0.1384 ∗ 0.4 = 0.0553

Following the same process for 
¶ ���

¶���

:

¶ ���

¶���

= −0.019

¶ �

¶���

=
¶ ���

¶���

+
¶ ���

¶���

= 0.0553 − 0.019 = 0.0363

Ø ���
=

�

���
����

Þ
¶ ���

¶���

= ���
�1 − ���

� = 0.5932 ∗ (1 − 0.5932) = 0.2413

Ø ���
= ���

� ∗ �� + ���
� ∗ �� + �� ∗ 1 Þ

¶ ���

¶
���

�
= �� = 0.05

Therefore: 

¶ �

¶���
�

= 0.0363 ∗ 0.2413 ∗ 0.05 = 0.000437

���
� is updated following gradient descent’s rule:

���
�� = ���

� − � ∗
¶ �

¶
���

�
= 0.15 – 0.5*0.000437 = 0.1497

Repeating this process, we have:

���
�� = 0.1995;
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���
�� = 0.2497

���
�� = 0.2995

Finally, all the weights are updated. The error was 0.2983 at the feedforward. After this 

first round of backpropagation, the total error is down to 0.2910. The error will be decreased 

after each iteration.
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