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ABSTRACT

Study on wireless energy harvesting in cooperative

communications with relay selection and physical

layer security

by

Van Phu Tuan

Advisor: Prof. Hyung Yun Kong

Submitted in Partial Fulfillment of the Requirements for the

Degree of Doctor of Philosophy (Electrical Engineering)

May 2018

Recently, Wireless Energy Harvesting (WEH), in which wireless nodes power their

batteries by scavenging energy from ambient Radio Frequency (RF) signals, has be-

come an promising solution to address the challenge of prolonging the lifetime of

energy-constrained wireless networks and reducing the periodic recharging and re-

placement of batteries. Due to the great advantages mentioned above, the WEH

technique finds important applications in both point-to-point communication and

Cooperative Communication (CC), where energy-constrained relays harvest energy

from wireless signals sent by the Access Points (APs) to assist the communication

between the APs and their destinations. More recently, security in WEH has be-

come an emerged research topic which has attracted a lot interest from researchers.
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Abstract vii

Because of the fact that the WEH nodes usually locate near the AP for harvesting

much energy, they are capable of overhearing the confidential information from the

AP. To overcome this problem, the Physical Layer Security (PLS) technique, which is

capable of providing secure communication without using cipher codes, has become

an effective solution. Motivated by above, in this thesis we focus on investigating

two aspects of WEH in the cooperative relaying systems: relay selection and PLS.

Moreover, we extend our studies by considering the effects of hardware impairment

and imperfect channel on the (secrecy) performance of the WEH CC systems. The

(secrecy) performance of all proposed systems is evaluated via mathematical analyses.

The accuracy of the analytical results is verified by Monte Carlo simulations.

We first study the problem of K-th best relay selection in WEH system by analyz-

ing a communication between a multiple-antennas source-destination pair via a K-th

best relay of a single-antenna WEH relay network. Moreover, we propose deploying

an energy beamforming technique known as Maximal Ratio Transmission (MRT) at

the source and a combining technique known as Maximum Ratio Combining (MRC)

at the destination for these such systems to improve the system performance.

Then, we extend our first study to the scenario of WEH CC system with non-

ideal hardware. We assume that the RF impairments caused by the RF font-end

hardware imperfections are not completely removed by using signal processing al-

gorithms; hence, the Residual Transmit RF Impairment (RTRI) notably degrades

the system performance. From the results in terms of the Outage Probability (OP)

and capacity, we show that the influence of RTRI on the system performance can be

effectively mitigated by using more antennas and/or more relays.



Abstract viii

Next, we focus on investigating PLS in WEH CC systems. Different with most

studies on PLS in CC, where external eavesdroppers create security risk, our studies

deal with the problem of PLS in WEH CC using untrusted relays. In this investi-

gation, we focus on studying the effects of imperfect channels and transmit-antenna

techniques, i.e., MRT, Transmit Antenna Selection (TAS) and Random Antenna Se-

lection (RAS), on the secure communication of the proposed system.

After that, we study the secure communication of a CC system via an untrusted

WEH relay in the presence of an external eavesdropper. The secure communication

can be overhear by both the untrusted relay and the external eavesdropper. In this

problem, we focus on investigating the effects of the locations and the transmit powers

on the secrecy performance. The obtained results show that in the presence of the

external eavesdropper, a reasonable location of the untrusted relay can yield a higher

secrecy performance.

Finally, we study the problem of joint relay–selection and PLS in an untrusted

relaying WEH system. We propose employing multiple antennas and the MRT tech-

nique at the source and destination. Then, we use the MRT–based relay–selection

methods to select the relay for assisting the communication. These proposals allow us

to boost the harvested energy at the selected relay; moreover, under the assumption

that lacking global knowledge of Channel State Information (CSI) at the relays, they

also allow us to eliminate the security risks from the non–selected relays.
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Chapter 1

Introduction

Prolonging the lifetime of a wireless network has received significant attention

from the research community [1–3]. Though replacing or recharging batteries can

solve this issue, it incurs a high cost and can be inconvenient or hazardous (e.g., in

toxic environments), or highly undesirable (e.g., the sensors embedded in building

structures or inside the human body) [4, 5]. In such scenarios, a safe and convenient

option is to harvest the energy from the environment. The conventional energy har-

vesting techniques rely on the external natural resources, such as solar power, wind

energy or thermoelectric effects, which can not guarantee the delivery of reliable

and uninterrupted communication services due to their randomness and intermittent

property. Recently, the researchers have proposed a new research direction of energy

harvesting technique known as WEH in which energy–constrained nodes can scavenge

energy from ambient RF signals to power up their batteries. Since RF signal can be

under control, it is more reliable than external natural resources and is a promising

technique to power the wireless devices.

1
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The first application of WEH was found in point-to-point communication systems.

In these such systems, the user terminals are assumed to be energy–constrained nodes

and they harvest energy from RF signals sent by the AP [6,7] and/or sent by interfer-

ence sources [8–10] to maintain their connections to the AP. Next, the applications of

WEH were extended to the CC scenario where the relay nodes, that usually have lim-

ited battery reserves, incur great RF resource expense to assist the communication.

In the Wireless Energy Harvesting–based Cooperative Communication (WEH–CC)

model, the relay nodes can extract energy from the RF signals sent from wireless

terminals and use this energy to forward information to the wireless terminals; hence,

they can save much energy [11–15].

In the WEH networks, the energy–constrained devices are located near the AP

to harvest much energy; hence, these nodes are able to decode information from the

AP. This gives rise to an information security issue in WEH networks. To prevent

illegitimate terminals from attacking the confidential information of the AP, the PLS

technique, which is capable of providing secure communications without using cipher

codes, has become an effective solution [16–18]. The PLS technique focuses on cre-

ating positive secrecy capacity, at which the eavesdropper is unable to decode any

information, by exploiting the physical characteristics of the wireless channel [19–22].

Moreover, different technologies have been proposed to improve the secrecy capacity,

including Artificial Noise (AN)-aided security, cooperative jamming, and beamform-

ing [23,24].

Motivated by above-mentioned developments, this dissertation studies two im-

portant issues of WEH–CC, relay selection and PLS. We propose and analyze five
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WEH–CC models in which we study the benefit of Relay Selection Scheme (RSS)

in improving the performance and investigate the secrecy performance of WEH net-

works. Moreover, we extend our studies to practical scenarios, e.g., the devices suffer

from RF impairments, the obtained CSIs are imperfect, the best relay is unavail-

able due to its service and the relays are untrusted nodes, to make our studies more

practical and useful.

1.1 Related Works

To realize the idea of WEH, the author of [25] designed two practical receiver

architectures, namely, Time Switching (TS) and Power Splitting (PS). For the TS

architecture, the WEH receiver spends some time for energy harvesting and the re-

maining time for information processing; whereas for the PS architecture, it uses

a portion of the received power for energy harvesting and the remaining power for

information processing. Since then, a number of studies in WEH with these practi-

cal receivers have appeared in the literature. In [26, 27], the rate–energy regions of

the WEH systems with different energy–harvesting receivers were investigated. For

multiuser WEH systems, the authors of [28] proposed a protocol to support the Full

Duplex (FD) mode at the AP for broadcasting wireless energy to the users in the

Downlink (DL) and receiving information from the users in the Uplink (UL). Next,

the authors of [29] designed the precoders of the multiuser WEH system including an

AP, Information Receivers (IRs) and Energy Receivers (ERs) to solve two optimal

problems. In the first optimal problem, the precoders are designed to minimize the

Mean Square Error (MSE) under source transmit power and harvested energy con-
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straints, whereas in the second optimal problem, they are designed to maximize the

total harvested energy at the EHs under source transmit power and MSE constraints.

For the WEH–CC scenarios, the authors of [30, 31] examined the performance

of a basic WEH–CC model including a source, a destination and a relay. Under the

presence of Co–Channel Interference (CCI), the works in [32,33] examined the impacts

of the CCI on the WEH–CC system where the CCI is the cause of degradation in

Quality of Service (QoS) but can be a desired energy source at the relay. The studies

related to multiple-antenna WEH–CC system were studied in [34, 35]. In [34], the

authors proposed equipping two antennas at the relay and using FD relaying mode

which enables higher harvested energy and better performance at the relay. In [35],

the influences of the CCI on a WEH–CC system via a multiple-antenna relay were

studied. After that, another aspect of WEH–CC known as RSS in WEH–CC has

gained much attention from the researchers [36, 37]. Although the use of multiple

relays creates a significant improvement in QoS by exploiting the spatial diversity [38],

it causes the high system complexity and spectral efficiency loss. To mitigate the

disadvantages of using multiple relays while providing an acceptable improvement

in QoS, the RSSs have been proposed [39]. The effects of RSS on WEH–CC were

studied in [37, 40, 41]. In [37], the authors studied the OP of the WEH–CC system

using multiple Decode–and–Forward (DF) relays. In [40], the authors proposed and

evaluated both the OP and the throughput of a relay–selection WEH–CC system in

the case that all relays are two–way FD nodes. Next, the authors of [41] analyzed the

effect of Distributed Switch and Stay Combining (DSSC) technique and imperfect

CSI in the WEH–CC system, where the communication between the source and the
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destination is conducted through either the direct transmission or the best FD WEH

relay selected by using Partial Relay Selection (PRS).

Recently, PLS in WEH networks has gained much attention from researcher com-

munity. In [42], the authors proposed using both AN and beamforming technique to

address the security issue in a Multiple Input Single Output (MISO) WEH system

containing a single IR and multiple ERs. An extension of [42] to a scenario containing

multiple IRs was presented in [43]. Next, the authors of [44] studied the effect of AN

on the secure transmission of a single–antenna WEH system, then determined the

optimal solution for a transmit power allocated for the AN signal that minimize the

Secrecy Outage Probability (SOP) and maximize the secrecy rate. In the presence

the imperfect CSI, the work in [45] studied the effects of imperfect CSI on an MISO

WEH system and proposed an optimal PS ratio to maximize the SOP. Recently, the

authors of [46] investigated the secure communication of a WEH–CC system in which

a relay is assumed to be an untrusted node that assists the source transmission and

also overhears confidential information from the source; moreover, the work in [46]

shows that the destination–assisted jamming can be efficiently exploited to enhance

the secrecy capacity.

1.2 Dissertation Outline

The dissertation consists of seven chapters structured as follows:

In Chapter 1, we present the related works of WEH–CC, relay–selection techniques

and PLS. Then, we present the outline of the dissertation and background knowledge

relevant to our studies.
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In Chapter 2, we study the effects of K–th best PRS method on system perfor-

mance of an WEH–CC system by analyzing a communication between a multiple-

antenna source–destination pair via a single–antenna WEH relays. We propose using

MRT at the source for boosting harvested energy at the relays and MRC at the desti-

nation for improving QoS. We derive the mathematical results for three performance

metrics, i.e., OP, DTT throughput and DLT throughput, of the proposed system.

These results are derived for an general fading known as Nakagami–m. Then, based

on the throughput expressions, we investigate the characteristics of optimal and sub-

optimal throughputs for DLT mode and optimal throughput for DTT mode. Finally,

the influences of key parameters of WEH and CC are studied in detail.

In Chapter 3, we extend the study of Chapter 2 to the practical scenario in which

the transmit hardwares are imperfect. In this system, the transmit signals at the

source and the selected relay are distorted by RTRI noises before transmitting them

on antennas. We focus on analyzing the benefits of the K–th best PRS method in

mitigating the influences of RTRI. The results in terms of the OP, DLT throughput

and DTT throughput show that an increase in number of relays can reduce the

influence of RTRI on the system performance. Moreover, the MRT technique also

shows its advantage in boosting the desired signal power while keeping RTRI noise

power at the receiver constant; hence, the influence of RTRI can be mitigated. Finally,

the design insights on the choices of energy-harvesting receiver architectures and key

parameters are provided.

In Chapter 4, we study the PLS problem in an WEH CC system with an untrusted

Amplify–and–Forward (AF) relay. To create the positive secrecy capacity, the destina-



Chapter 1: Introduction 7

tion–assisted jamming signal, which can interfere the untrusted relays while decreas-

ing a small QoS at the destination, is employed. This jamming signal can be exploited

as an additional energy source at the relay. To enhance QoS, we propose equipping

source with multiple antennas and deploying transmit-antenna techniques, namely,

MRT and TAS. For secrecy performance comparison, RAS is examined. Specifically,

the channels of the source–relay links are considered in both cases, perfect channel

and imperfect channel. To access the secrecy performance, the mathematical results

for the SOP and Average Secrecy Capacity (ASC) are derived. From the obtained

results, we compare the secrecy performances of three transmit–antenna techniques

and then provide useful design insights on the choices of transmit–antenna techniques

under different system configurations.

In Chapter 5, we extend the study of Chapter 4 to the scenario of existing an exter-

nal eavesdropper. Therefore, the secure communication faces with two security risks

from the untrusted relay and the external eavesdropper. The destination–assisted

jamming signal interferes both the untrusted relay and the eavesdropper for achiev-

ing the positive secrecy capacity. We also focus on analyzing two secrecy metrics,

SOP and ASC. The results in terms of the SOP and ASC provide valuable insights

into the effects of various key parameters of PLS, WEH and CC on the secrecy perfor-

mance of the proposed system. Especially, these results show that the untrusted relay

should be closed to the eavesdropper for creating the greatest secrecy performance.

In Chapter 6, we study the problem of joint relay–selection and PLS in an un-

trusted relaying WEH system. We equip the source and destination with multiple

antennas; then, we deploy the MRT technique at these nodes. Additionally, we use
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the MRT–based relay–selection methods to select the relay for assisting the commu-

nication. With these proposals, we can boost the harvested energy at the selected

relay; moreover, under the assumption that lacking global knowledge of CSI at the re-

lays, the security risks from the non–selected relays are eliminated. Moreover, we use

the destination–assisted jamming signal to interferes the selected relay. The secrecy

performance is evaluated via the SOP and ASC.

Finally, Chapter 7 concludes the dissertation with a summary and discussion of

future research directions.

1.3 Background

In this section, we introduce the concepts about wireless channel model, CC pro-

tocol, relay selection method, hardware impairment issue, imperfect channel issue,

PLS and energy harvesting.

1.3.1 Wireless Channel Model

Figure 1.1 presents a channel model of direct wireless transmission in which a

source S transmits a signals xS to a destination D through wireless environment.

The received signal at the destination D is modeled as in [47,48].

yS,D =
√
PhS,DxS + nD, (1.1)

where xS and P are transmit signal and transmit power of the source S, respectively,

hS,D is wireless fading channel coefficient between the source S and the destination

D, and nD is Additive White Gaussian Noise (AWGN) at the destination D and is
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modeled by a Gaussian-distributed Random Variable (RV) [49, 50] with zero-mean

and variance of N0.

S
x ,S D

h

Figure 1.1: Channel model of direct wireless transmission.

In wireless environment, because of the constructive or destructive combination

of scattered components of the radio signal, strength of arrived signals at the des-

tination D is fluctuated or faded. In this thesis, we examine two fading channel

models, namely, Rayleigh fading channel and Nakagami–m fading channel. In the

Rayleigh and Nakagami–m fading models, the Line–of–Sight (LoS) component in the

arrived signals does not exist. Let hR and hN be channel coefficients in Rayleigh

and Nakagami–m fading channels, respectively. The channel gain X , |hR|2 is ex-

ponential RV which has the Probability Density Function (PDF) and Cumulative

Distribution Function (CDF) as follows [51].

fX (x;λ) = λe−λx, (1.2)

FX (x;λ) = 1− e−λx, (1.3)

where λ is a rate parameter (or inverse scale parameter).

The channel gain Y , |hN |2 is gamma RV which has PDF and CDF as follows [52].

fY(x;m,λ) =
λmxm−1

Γ(m)
e−λx, (1.4)

FY(x;m,λ) = 1− e−λx
m−1∑
n=0

,
(λx)n

n!
(1.5)
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where m is a shape parameter, Γ (α) and γ (α, x) are the gamma and lower incomplete

gamma functions [53, Eq. (8.310.1) and Eq. (8.350.1)], respectively.

1.3.2 Cooperative Communication Protocol

Cooperative Communication is an efficient solution for mitigating the impact of

channel fading, improving quality of service, and solving the coverage problem in wire-

less communication [54]. In the CC systems, the neighbouring nodes of the sources

and destinations are employed as relay nodes that assist the sources in delivering

packets to their destinations. The relays can apply the AF or DF protocols to pro-

cess the received signals. In the AF protocol, the relay amplifies the received signals

and forwards them to the destination. In the DF protocol, the relay first tries to

decode the received signals; then the relay re–encodes and forwards these signals to

the destination only if it successfully decodes the source’s information [55,56].

Figure 1.2 presents a simple system model of a CC system in which a cooperative

relay R is ready to help the source S in forwarding the source signal xS to the

destination D. The operation principle in data transmission of this scheme can be

split into two time slots. At the first time slot, the source S broadcasts the signal

xS to the relay R and the destination D. At the second time slot, the relay R

processes (decodes or amplifies) the received signal and forwards the processed signal

to the destination D. At the destination D, MRC technique in [57] can be applied to

combines all received signals sent from the source S during the first time slot and sent

from the relay R during the second time slot to enhance the system performance.
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x
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h

,S R
h
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h

Figure 1.2: System model of cooperative communication.

1.3.3 Relay Selection Methods

Beside benefits providing by CC mentioned previously, the CC systems can also

achieve the spatial diversity, which can enhance the system performance, by using

multiple relays for assisting the overall communication. However, this method can

increase scheme complexity and spectral efficiency loss. To reduce the disadvantages

caused by using multiple relays while providing an acceptable improvement in QoS,

various RSS have been well studied in the literature. Most RSSs include the as-

sumption that the central entity has full knowledge about CSIs of all links; therefore,

they can achieve full diversity order. However, the implementation of these strate-

gies involves solving various issues, such as time synchronization, continuous channel

feedback, and high power consumption [58]. For these reasons, the authors of [59,60]

proposed PRS, which requires one of the first–hop CSI and second–hop CSI, to per-

form the relay selection process.

In Figure 1.3, we present a cooperative scheme in wireless communication with
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Figure 1.3: Cooperative scheme in wireless communication.

N relays, i.e., R1, R2, ..., RN . The strategy of PRS for the case of using the first–hop

CSI is given by

Rb = arg max
i=1,...,N

(
|hSRi |2

)
, (1.6)

and the strategy of PRS for the case of using the second–hop CSI is given by

Rb = arg max
i=1,...,N

(
|hRiD|2

)
, (1.7)

where Rb is denoted as the best relay; hSRi and hRiD are the channel coefficients of

the S–Ri and Ri–D links, respectively.

In practical CC systems, the best relay may be unavailable or occupied by other

service, a possible solution is to use the K–th best relay in order to avoid service

interruption. An extension of PRS for the K–th best relaying scenario is called as

K–th PRS. The strategy of K–th PRS for the case of using the first–hop CSI is given

by

R(K) = K–th arg max
i=1,...,N

(
|hSRi |2

)
, (1.8)
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and the strategy of K-th PRS for the case of using the second–hop CSI is given by

R(K) = K–th arg max
i=1,...,N

(
|hRiD|2

)
, (1.9)

where R(K) is denoted as the K–th best relay (1 6 K 6 N); hence, Rb can be written

as R(1).

1.3.4 Residual RF Impairment Issue

Most studies in wireless communication were investigated with the assumption of

ideal RF hardware. However, in practical systems, the transmitters and receivers suf-

fer from various RF impairments caused by the RF font–end hardware imperfections,

such as high–power amplifier (HPA) nonlinearity, in–phase/quadrature–phase (I/Q)

imbalance, and oscillator phase noise [61, 62]. Although most of these impairments

can be mitigated by using analog and digital signal processing algorithms, Residual

RF Impairment (RRI) always remains. In [63], the behavior of RRI was first inves-

tigated. The results of [63] show that the influence of RRI can be characterized as

additive and independent Gaussian noises.

Sη

Sx

SP
Dη

Dy

Dn

SDh
Source Destination

Figure 1.4: Wireless communication system with residual hardware impairment.

Figure 1.4 presents a communication of a wireless system in the presence of RRI.

A source S sends a signal xS to the destination D with transmit power P , where
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E{|xS|2} = 1. At the source, xS is distorted by a RTRI noise ηS ∼ CN (0, κ2
S); and

at the destination, the received signal of the destination D is also distorted by a

Residual Receive RF Impairment (RRRI) noise ηD ∼ CN (0, κ2
DP |hSD|2), where κ2

S

is the RTRI level, κ2
D is the RRRI level, and |hSD|2 is channel coefficient of the S–D

link. The signal used for information decoding at the destination D is expressed by

yD(t) =
√
PhSD (xS(t) + ηS(t)) + nD(t) + ηD(t). (1.10)

According to [64], the distortions from transceiver impairments act as an addi-

tional noise source of variance (κ2
S + κ2

D)P |hSD|2; therefore, (1.10) is rewritten as

yD(t) =
√
PhSDxS(t) + nD(t) + ηSD(t), (1.11)

where ηSD ∼ CN (0, (κ2
S + κ2

D)P |hSD|2) represents the overall effects of ηS and ηD.

1.3.5 Imperfect Channel Issue

Another practical issue in wireless communication is imperfect channel issue where

the transmitters and/or receivers use inaccurate CSI to process the desired signal. The

imperfect channel occurs in two common scenarios, imperfect channel estimation and

outdated CSI. In the imperfect channel estimation scenario, the estimated CSI values

obtained from channel estimation process differ with the real CSI values due to the

effects of noise or imperfect estimator. In the outdated CSI scenario, the CSI at the

time of transmission may be outdated due to a delayed feedback since complexity in

the transmission setup phase, such as, carrier synchronization, channel measurement

and relay selection [65,66].
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Let hSD be the channel coefficient between a source S and a destination D, and

ĥSD be the imperfect CSI version of hSD. Mathematically, ĥSD can be modeled as

ĥSD =
√
ζhSD +

√
1− ζe, (1.12)

where ζ ∈ [0, 1] is the channel correlation coefficient and e ∼ CN (0, γ̄h) is a channel

error with γ̄h = E{|hSD|2}).

The value ĥSD is closer to that of hSD as ζ grows larger, and vice versa. Specifically,

precise CSI can obtained when ζ = 1, whereas ĥSD is thoroughly independent of

hSD when ζ = 1. According to [67], hSD conditioned on ĥSD follows a Gaussian

distribution as

hSD|ĥSD ∼ CN (
√
ζĥSD, (1− ζ)γ̄h). (1.13)

1.3.6 Physical Layer Security

Nowadays, wireless communication becomes the most popular way to communi-

cate. The broadcast nature of wireless medium makes wireless networks susceptible

to eavesdropping. For that reason, security in wireless communication becomes a

critical issue which gains a lot interest from the researchers [68–72]. The conventional

solutions for creating secure communication rely on sophisticated algorithms with

the assumption that eavesdroppers possess limited computational capabilities [73].

However, with the rapid development of computing devices, this assumption is not

guaranteed. To overcome this challenge, PLS technology, which is capable of giving

secure communications without using cipher codes, has introduced. In [74], Wyner

showed that secure communication of a wireless system exists if the capacity of the
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Figure 1.5: System model of direct transmission under physical layer security.

desired channel is greater than that of the eavesdropping channel. The secure capac-

ity is evaluated through the Achievable Secrecy Rate (ASR) metric which determines

the maximum secure information received at a destination.

Figure 1.5 presents a simple system model of a direct transmission under PLS in

which a source S transmits its packets xS to a destination D against wiretapping of

an eavesdropper E. The ASR is defined as in [75] as

Rsec = [CS,D − CS,E]+, (1.14)

whereRsec is the ASR, CS,D , log2(1+Ps|hS,D|2/N0) and CS,E , log2(1+Ps|hS,E|2/N0)

are achievable data rates of desired link, S–D, and wiretapped link, S–E, respectively,

with P is a transmit power of the source S.

1.3.7 Energy Harvesting

Wireless energy harvesting, which allows wireless devices to power up their bat-

teries by harvesting energy from ambient RF signals, has recently studied as an

promising solution for prolonging the lifetime of wireless networks [76,77]. To realize

the idea of WEH, the authors of [25] designed two practical energy-harvesting receiver
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Figure 1.6: Block diagram of the power splitting receiver at a destination node D.

architectures, namely, TS, where the receiver switches in time between information

decoding and energy harvesting, and PS, where the receiver uses a portion of the

received signal strength for information decoding and the rest for energy harvesting.

Figure 1.6 presents a block diagram of the PS receiver as described in [30]. In

Figure 1.6, a source S transmits a signal xS to a destination D with a transmit power

P , where E {|xS|2} = 1. The received signal at the destination D is given as

yS,D (t) =
√
PhS,DxS (t) + naD(t), (1.15)

where hS,D is the channel coefficient of the S–D link and naD(t) denotes the AWGN

at the destination’s antenna with variance N0.

The destination D harvests the energy from a portion ρ of the received signal

strength,
√
ρyS,D(t), and uses the remaining part,

√
1− ρyS,D(t), for information

decoding, where 0 6 ρ 6 1 is the PS ratio. Therefore, the harvested energy of the

destination D during a total transmission time T is given by

EPS
H,D = ρP |hS,D|2ηT, (1.16)
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where 0 < η < 1 is the energy conversion efficiency at the destination D.

Figure 1.7 presents a block diagram of the TS receiver as described in [30]. In

the TS policy, the destination D harvests energy from the received signal during the

first interval time αT , 0 6 α 6 1, where αT is the time-fraction coefficient or the

TS ratio. The remaining time (1 − α)T is used to process the source’s information.

Using (1.15), the harvested energy of the destination D during αT is given by

ETS
H,D = P |hS,D|2ηαT. (1.17)

,S Dh
 !,DSy t

Sx

D
 !a

D t 

Energy Harvesting Receiver

RF to Baseband 

Conversion

Baseband 

Processing

 !,DSy t

 !,DSy t

 !c

D t 

Antenna

T 

! "1 T !

Figure 1.7: Block diagram of the time switching receiver at a destination node D.



Chapter 2

Wireless Energy-Harvesting in

K-th Best Relay Selection Systems

with Energy Beamforming over

Nakagami-m Fading Channels1

2.1 Introduction

In this Chapter, we study the effects of the K–th PRS technique on the per-

formance of WEH–CC systems via investigating a WEH–CC system consisting of a

multi–antenna source, a multi–antenna destination and a single–antenna WEH relay

network. The relay network chooses the K–th best relay using the PRS technique to

help the communication between the source and the destination. This selected relay

1The study in this chapter was published in Wireless Personal Communications [78]

19
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is chosen based on criteria such as the K–th Best First–Hop Channel–Gain (KBFC)

and the K–th Best Second–Hop Channel–Gain (KBSC). The channel is modeled as

the Nakagami–m fading. To maximize the harvested energy at the selected relay

and enhance to QoS at the destination, MRT and MRC are applied at the source

and destination, respectively. For performance evaluation, we derive the analytical

expressions for the OP and ergodic capacity for both the Time–Switching Relaying

(TSR) and Power–Splitting Relaying (PSR) protocols; then, the throughput for the

DLT and DTT modes can be formulated. The analytical results are verified by the

Monte Carlo simulations. After that, we use a numerical method, known as Golden

Section Search (GSS) [79], to evaluate the optimal values of in the DLT and DTT

modes. Moreover, the DLT mode is examined in two optimal cases: Global–Optimal

Delay–Limited Transmission (GODLT) where the system operates at an optimal pair

of values for the source rate and energy–harvesting ratio, and Local–Optimal De-

lay–Limited Transmission (LODLT) where the source rate is fixed and the throughput

is maximized with the optimal energy–harvesting ratio. Finally, we use the Monte

Carlo simulation to verify our analytical results.

The rest of this Chapter is organized as follows. The system model and relaying

protocols are described in Section 2.2. The analytical expressions for the OP and

throughput are derived in Section 2.3. The results and discussion are given in Section

2.4. Finally, the conclusions are presented in Section 2.5.
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2.2 System Model and Relaying Protocols

2.2.1 System Model

We consider an AF relaying WEH–CC system illustrated in Figure 2.1, in which

the communication of a multi-antenna source-destination pair is assisted by the K-th

best relay R(K) of a single-antenna WEH relay network R that includes L nodes (Rl,

for l = 1, 2, . . . , L). The relays are located in a cluster and are close to each other

relative to their distances d1 to the source S and d2 to the destination D. S and D are

equipped with N1 and N2 antennas, and they employ MRT and MRC, respectively.

Both the TSR and PSR protocols are examined. The channel of each link undergoes

Nakagami-m fading; hence, the channel gains are gamma RVs with the PDF given

by (1.4) as

fg(x;m,λ) =
xm−1

Γ(m)λm
e−

x
λ , (2.1)

where (m,λ) are the shape and scale parameters of the gamma RV. We assume that

the channel coefficients are constants during a block time T and are identically and

independently distributed (i.i.d.) between two different block times.

Let h1,l = [h1,l,1, . . . , h1,l,N1 ]>, h2,l = [h2,l,1, . . . , h2,l,N2 ]>, h
(K)
1 and h

(K)
2 denote

the channel vectors of the S–Rl, Rl–D, S–R(K), and R(K)–D links, respectively,

where |h1,l,k1|
2, k1 = 1, . . . , N1, and |h2,l,k2|

2, k2 = 1, . . . , N2, are gamma RVs with

parameters (m1,
λ1

m1
) and (m2,

λ2

m2
), respectively. Therefore, ‖h1,l‖2 and ‖h1,l‖2 are

gamma RVs with parameters (N1m1,
λ1

m1
) and (N2m2,

λ2

m2
), respectively. According to
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Figure 2.1: Proposed system model.

Section 1.3.3, the strategies of the KBFC and KBSC are described as follows:

R(K) = K–th arg max
16l6L

{‖h1,l‖2}, (for KBFC scheme) (2.2a)

R(K) = K–th arg max
16l6L

{‖h2,l‖2}. (for KBSC scheme) (2.2b)

After determining R(K), a beamforming vector ws =
(h

(K)
1 )†

‖h(K)
1 ‖

is applied at S to

maximize the harvested energy of R(K). Therefore, the received signal of R(K) can

be expressed as

yr(t) =

√
Ps
dτ1

∥∥∥h(K)
1

∥∥∥xs(t) + n[a]
r (t), (2.3)

where Ps is the transmit power of S, xs(t) is the source information with E{|xs(t)|2} =

1, τ is the path loss exponent, and n
[a]
r (t) ∼ CN (0, σ2

n
[a]
r

) is the antenna AWGN at

R(K).
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2.2.2 Time-Switching Relaying Protocol

For the TSR protocol, each processing block time T is split into 3 intervals, αTT ,

(1 − αT )T
2
, and (1 − αT )T

2
, which are employed for the energy-harvesting, S–R(K)

transmission and R(K)–D transmission phases, respectively, where 0 < αT < 1 is the

TS ratio. Using (1.17) and (2.3), the energy harvested by R(K) during the interval

αTT is given as

Er,TS =
ζPs

∥∥∥h(K)
1

∥∥∥2

αTT

dτ1
. (2.4)

where 0 < ζ < 1 is the energy conversion efficiency.

According to [30], the sampled baseband signal at R(K) is given by

yr,TS(k) =

√
Ps
dτ1

∥∥∥h(K)
1

∥∥∥xs(k) + n[a]
r (k) + n[c]

r (k), (2.5)

where n
[c]
r (k) ∼ CN (0, σ2

n
[c]
r

) is the conversion AWGN at R(K). It is possible to

represent the effect of the two noise versions as nr,TS(k) ∼ CN (0, σ2
nr,TS

) , n
[a]
r (k) +

n
[c]
r (k) with σ2

nr,TS
= σ2

n
[a]
r

+ σ2

n
[c]
r

.

During the S → R(K) transmission phase, the transmit power of R(K) can be

computed as

Pr,TS =
2Er,TS

(1− αT )T
=

2ζPs

∥∥∥h(K)
1

∥∥∥2

αT

dτ1(1− αT )
, (2.6)

and the sampled received signal of D can be expressed as

yd,TS(k) =

√
Pr,TS

dτ2
h

(K)
2 Gr,TSyr,TS(k) + n

[a]
d (k) + n

[c]
d (k), (2.7)

where Gr,TS =

(
Ps‖h(K)

1 ‖2
dτ1

+ σ2
nr,TS

)− 1
2

is a power constraint factor of R(K), n
[a]
d (k) ∼

CN (0, σ2

n
[a]
d

IN2) and n
[c]
d (k) ∼ CN (0, σ2

n
[c]
d

IN2) are respectively the antenna and con-
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version AWGNs at D. The effect of n
[a]
d (k) and n

[c]
d (k) can be represented by nd(k) ∼

CN (0, σ2
nd

IN2) , n
[a]
d (k) + n

[c]
d (k) with σ2

nd
, σ2

n
[a]
d

+ σ2

n
[c]
d

.

2.2.3 Power-Splitting Relaying Protocol

For the PSR protocol, each processing block time T consists of two time slots T
2
.

During the first time slot, the received signal power is split into two streams with

the PS ratio 0 < θ < 1, such that
√
θyr(t) for energy harvesting and

√
1− θyr(t) for

information processing. Using (1.16) and (2.3), the energy harvested by R(K) is given

as

Er,PS =
ζθPs

∥∥∥h(K)
1

∥∥∥2

T

2dτ1
, (2.8)

and the sampled received signal of R(K) can be expressed as

yr,PS(k) =

√
(1− θ)Ps

dτ1

∥∥∥h(K)
1

∥∥∥xs(k) +
√

(1− θ)n[a]
r (k) + n[c]

r (k). (2.9)

It is possible to represent the effect of the two noise versions as nr,PS ∼ CN (0, σ2
nr,PS

) ,√
(1− θ)n[a]

r (k) + n
[c]
r (k) with σ2

nr,PS
, (1 − θ)σ2

n
[a]
r

+ σ2

n
[c]
r

. During the second time

slot, the transmit power of R(K) can be computed as

Pr,PS =
2Er,PS

T
=
ζθPs

∥∥∥h(K)
1

∥∥∥2

dτ1
, (2.10)

and the sampled received signal of D can be expressed as

yd,PS(k) =

√
Pr,PS

dτ2
h

(K)
2 Gr,PSyr,PS(k) + nd(k), (2.11)

where Gr,PS =

(
(1−θ)Ps‖h(K)

1 ‖2
dτ1

+ σ2
nr,PS

)− 1
2

.
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2.3 Performance Analysis

2.3.1 Outage Probability

By definition, the OP is the probability that the instantaneous end-to-end Signal

to Noise Ratio (SNR) falls below a predefined threshold γ. In this system, since the

relays are fixed-gain AF nodes, the end-to-end SNR for the TSR and PSR protocols

can be evaluated as

γe2e,[w] =
γr,[w]γd,[w]

γr,[w] + γd,[w] + 1
, (2.12)

where w = {TS,PS}, γr,[w] = a[w]‖h(K)
1 ‖2, and γd,[w] = b[w]‖h(K)

1 ‖2‖h(K)
2 ‖2 with

a[TS],a[PS],b[TS], and b[PS] defined as Ps
dτ1σ

2
nr,TS

, (1−θ)Ps
dτ1σ

2
nr,PS

, 2ζαTPs
(1−αT )dτ1d

τ
2σ

2
nd

, and ζθPs
dτ1d

τ
2σ

2
nd

, re-

spectively. Then, we can rewrite (2.12) as

γe2e,[w] =
a[w]b[w]

∥∥∥h(K)
1

∥∥∥4 ∥∥∥h(K)
2

∥∥∥2

a[w]

∥∥∥h(K)
1

∥∥∥2

+ b[w]

∥∥∥h(K)
1

∥∥∥2

F

∥∥∥h(K)
2

∥∥∥2

+ 1
. (2.13)

Because exact analysis appears to be difficult, a tight lower bound of the OP can

be more easily analyzed using the upper bound of the end-to-end SNR given by

γup
e2e,[w] =

b[w]

∥∥∥h(K)
1

∥∥∥2 ∥∥∥h(K)
2

∥∥∥2

b[w]

a[w]

∥∥∥h(K)
2

∥∥∥2

+ 1
. (2.14)

Proposition 2.1 The OP of the proposed system for the KBFC and KBSC schemes

can be respectively bounded below by (2.15) and (2.16) as follows.
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P low
KBFC,[w](γ) = 1−

N2m2−1∑
j=0

L−K∑
n=0

∑
N1m1−1∑
i=0

p
(1)
i =K+n−1

N1m1+ω1−1∑
q=0

2L!(−1)n

j! (K − 1)! (L−K)!

×

(
λ2b[w]

m2a[w]

)N1m1+ω1−q−1

Γ(N1m1)(K + n)N1m1+ω1

(
L−K
n

)(
K + n− 1

p
(1)
0 , . . . , p

(1)
N1m1−1

)(
N1m1 + ω1 − 1

q

)

×

N1m1−1∏
i=0

(
1

i!

)p(1)
i

 e
−m1(K+n)γth

λ1a[w] µ2N1m1+2ω1−q+j−1
1,[w] Kq−j+1

(
2µ1,[w]

)
, (2.15)

P low
KBSC,[w](γ) = 1 +

N1m1−1∑
i=0

K−1∑
t=0

L−t∑
n=0
t+n6=0

∑
N2m2−1∑
j=0

p
(2)
j =t+n

2(−1)n

Γ(N1m1)

(
L

t

)(
L− t
n

)

×
(
N1m1 − 1

i

)(
t+ n

p
(2)
0 , . . . , p

(2)
N2m2−1

)N2m2−1∏
j=0

(
1

j!

)p(2)
j


(
λ2b[w]

m2a[w]

)N1m1−i−1

(t+ n)N1m1+ω2−i−1

× e
− m1γ
λ1a[w] µ2N1m1+ω2−i−1

2,[w] Ki−ω2+1

(
2µ2,[w]

)
. (2.16)

where Kυ(·) is the υ-th order modified Bessel function [53, Eq. (8.407.1)], µ1,[w] =√
m1m2(K+n)γ
λ1λ2b[w]

, µ2,[w] =
√

m1m2(t+n)γ
λ1λ2b[w]

, ω1 =
N1m1−1∑
i=0

ip
(1)
i , and ω2 =

N2m2−1∑
j=0

jp
(2)
j .

Proof: See Appendix A.1

2.3.2 Throughput Analysis

Delay-Limited Transmission Mode

In the DLT mode, the throughput is determined by evaluating the OP at a thresh-

old SNR γth = 22R−1 and numbers of transmitted bits during an unit of time, where

R (bits/s/Hz) is the transmission rate. For the TSR protocol, S spends an interval

(1 − αT )T
2

of each processing block time T to send its information; therefore, the
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upper bound of the DLT throughput for the TSR protocol in both the KBFC and

KBSC schemes can be expressed as

T R,up
[k],TS =

1

2

(
1− P low

[k],TS(γth)
)

(1− αT )R, (2.17)

where k = {KBFC, KBSC}. For the PSR protocol, because R(K) operates in a

Half Duplex (HD) mode during each processing block time, the upper bound of the

DLT throughput for the PSR protocol in both the KBFC and KBSC schemes can be

expressed as

T R,up
[k],PS =

1

2

(
1− P low

[k],PS(γth )
)
R. (2.18)

With the outage expressions in (2.15) and (2.16), the optimal solution for through-

put does not admit a closed-form solution; however, it can be efficiently solved via

numerical evaluation using the GSS method. We consider the optimal throughput for

the DLT mode in two cases: GODLT and LODLT. In the GODLT mode, the DLT

throughput is maximized by an optimal pair of values for the energy-harvesting ratio

and source rate, i.e., (α∗T , R
∗) for the TSR protocol and (θ∗, R∗) for the PSR protocol,

with the strategies given by

T ∗R,up
[k],TS,GO = max

0<αT<1
R>0

{T R,up
[k],TS}, (for TSR protocol) (2.19a)

T ∗R,up
[k],PS,GO = max

0<θ<1
R>0

{T R,up
[k],PS}. (for PSR protocol) (2.19b)

In the LODLT mode, R is fixed at a predetermined value; thus, the throughput

is maximized by an optimal value of the energy-harvesting ratio with the strategies



Chapter 2: Wireless Energy-Harvesting in K-th Best Relay Selection Systems with
Energy Beamforming over Nakagami-m Fading Channels 28

given by

T ∗R,up
[k],TS,LO = max

0<αT<1
R is predetermined

{T R,up
[k],TS}, (for TSR protocol) (2.20a)

T ∗R,up
[k],PS,LO = max

0<θ<1
R is predetermined

{T R,up
[k],PS}. (for PSR protocol) (2.20b)

Delay-Tolerant Transmission Mode

In the DTT mode, S is assumed to adapt the transmission rate to achieve the

ergodic capacity C, the absolute limit in error-free communication. According to [80],

the ergodic capacity for the TSR and PSR protocols can be calculated as follows.

C[w] =
1

2
E
{

log2

(
1 + γe2e,[w]

)}
. (2.21)

Due to the complexity of the CDF of γe2e,[w], the ergodic capacity can be achieved

using an alternative approach given by

C[w] =
1

2
E
{

log2

(
(1 + γr,[w])(1 + γd,[w])

1 + γr,[w] + γd,[w]

)}
= Cγr,[w]

+ Cγd,[w]
− Cγt,[w]

, (2.22)

where Cγr,[w]
= 1

2
E{log2(1 + γr,[w])}, Cγd,[w]

= 1
2
E{log2(1 + γd,[w])}, and Cγt,[w]

=

1
2
E{log2(1+γr,[w]+γd,[w])}. Both Cγr,[w]

and Cγr,[w]
have closed-form solutions, whereas

a closed-form solution for Cγt,[w]
is not possible. However, the lower bound of Cγr,[w]

can

be obtained using Jensens inequality for a convex function f(x, y) = log2(1 + ex + ey)

as follows:

Cγt,[w]
> C low

γt,[w]
,

1

2
log2(1 + eE{γr,[w]} + eE{γd,[w]}). (2.23)

Proposition 2.2 The ergodic capacity of the proposed system for the KBFC and

KBSC schemes can be respectively bounded above by (2.24) and (2.25) as follows.
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Cup
KBFC,[w] =

−1

2 ln 2


K−1∑
t=0

L−t∑
n=0
t+n6=0

∑
N1m1−1∑
i=0

p
(1)
i =t+n

(−1)n
(
L

t

)(
L− t
n

)(
m1

a[w]λ1

)ω1

×
(

t+ n

p
(1)
0 , . . . , p

(1)
N1m1−1

)N1m1−1∏
i=0

(
1

i!

)p(1)
i

 e
m1(t+n)
a[w]λ1 Γ

(
−ω1,

m1(t+ n)

a[w]λ1

)

× Γ(ω1 + 1)−
L−K∑
n=0

∑
N1m1−1∑
i=0

p
(1)
i =K+n−1

L!(−1)n

(L−K)!(K − 1)!Γ(N1m1)Γ(N2m2)

× 1

(K + n)N1m1+ω1

(
L−K
n

)(
K + n− 1

p
(1)
0 , . . . , p

(1)
N1m1−1

)N1m1−1∏
i=0

(
1

i!

)p(1)
i


×G1,4

4,2

 b[w]λ1λ2

m1m2(K+n)

∣∣∣∣ −N1m1 − ω1 + 1, −N2m2 + 1, 1, 1

1, 0




− 1

2
log2

(
1 + e(ln(a[w])+A) + e

(
ln(b[w])+A+ψ(N2m2)−ln

(
m2
λ2

)))
, (2.24)

Cup
KBSC,[w] =

1

2 ln 2

(
N1m1−1∑
i=0

1

i!

(
m1

a[w]λ1

)i
e

m1
a[w]λ1 Γ(i+ 1)Γ

(
−i, m1

a[w]λ1

)

+
L−K∑
n=0

∑
N2m2−1∑
j=0

p
(2)
j =K+n−1

(−1)nL!

(L−K)!(K − 1)!Γ(N1m1)Γ(N2m2)(K + n)N2m2+ω2

×
(

K + n− 1

p
(2)
0 , . . . , p

(2)
N2m2−1

)
G1,4

4,2

 b[w]λ1λ2

m1m2(K+n)

∣∣∣∣ −N1m1 + 1, −N2m2 − ω2 + 1, 1, 1

1, 0


×

N2m2−1∏
j=0

(
1

j!

)p(2)
j

(L−K
n

)− 1

2
log2

(
1 + e

(
ln(a[w])+ψ(N1m1)−ln

(
m1
λ1

))

+e

(
ln(b[w])+ψ(N1m1)−ln

(
m1
λ1

)
+B
))

, (2.25)
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where A and B are respectively defined as (2.26) and (2.27).

A =
L−K∑
n=0

∑
N1m1−1∑
i=0

p
(1)
i =K+n−1

L!(−1)nΓ(N1m1 + ω1)

(L−K)!(K − 1)!Γ(N1m1)(K + n)N1m1+ω1

(
L−K
n

)

×
(

K + n− 1

p
(1)
0 , . . . , p

(1)
N1m1−1

)N1m1−1∏
i=0

(
1

i!

)p(1)
i

(ψ(N1m1 + ω1)− ln
(
m1(K+n)

λ1

))
,

(2.26)

B =
L−K∑
n=0

∑
N2m2−1∑
j=0

p
(2)
j =K+n−1

L!(−1)nΓ(N2m2 + ω2)

(K − 1)!(L−K)!Γ(N2m2)(K + n)N2m2+ω2

(
L−K
n

)

×
(

K + n− 1

p
(2)
0 , . . . , p

(2)
N2m2−1

)N2m2−1∏
j=0

(
1

j!

)p(2)
j

(ψ(N2m2 + ω2)− ln
(
m2(K+n)

λ2

))
.

(2.27)

where ψ(x) is the Digamma function [53, Eq. (8.360.1)], Gm,n
p,q (·) is the Meijer G-

function [53, Eq. (9.301)], and Γ(s, x) is the upper incomplete gamma functions [53,

Eq. (8.350.2)].

Proof: See Appendix A.2.

From the expressions of the ergodic capacity, the DTT throughput for the TSR

protocol in both the KBFC and KBSC schemes has the upper bound given as

T erg,up
[k],TS =

1

2
(1− αT ) Cup

[k],TS, (2.28)

and the DLT throughput for the PSR protocol in both the KBFC and KBSC schemes

has the upper bound given as

T erg,up
[k],PS =

1

2
Cup

[k],PS. (2.29)
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Then, the optimal throughput of the DTT mode can be evaluated as

T ∗erg,up
[k],TS = max

0<αT<1
{T erg,up

[k],TS }, (for TSR protocol) (2.30a)

T ∗erg,up
[k],PS = max

0<θ<1
{T erg,up

[k],PS }. (for PSR protocol) (2.30b)

2.4 Results and Discussion

In this section, we present the numerical results to validate the analytical expres-

sions of the system performance presented in Section 2.3. Without loss of generality,

we assume that σ2

n
[a]
r

= σ2

n
[a]
d

= σ2
n[a] and σ2

n
[c]
r

= σ2

n
[c]
d

= σ2
n[c] , and the coordinates in the

2-dimensional plane of S,D and R are respectively set at (0, 0), (1, 0) and (0.5, 0.5).

Unless otherwise specified, we set τ = 3, ζ = 0.5, αT = 0.2, θ = 0.5, λ1 = λ2 = 1, N1 =

N2 = 2,m1 = m2 = 2, σ2
n[a] = σ2

n[c] = σ2
0 = 0.5, and ρ , Ps

σ2
0

= 10 (dB).

Figure 2.2 presents the OP with respect to αT for the TSR protocol and θ for the

PSR protocol. It can be observed that the OP for the TSR protocol is a decreasing

function of αT . This is because when αT is set at high values, a higher transmit

power of R(K) produces a lower OP at D. In contrast, the OP for the PSR protocol

decreases as θ changes from zero to the optimal value, and it increases with further

increase in θ. These results can be explained as follows. Low values of θ cause a

low harvested energy of R(K), and high values of θ cause low signal quality of R(K);

thus, an optimal value of θ balanced the harvested energy and signal quality of R(K)

gives the best OP. On the other hand, because the harvested energy depends on

the quality of the first-hop links, the KBFC scheme provides better OP than the

KBSC scheme. Moreover, the OP of the proposed system improves when the shape



Chapter 2: Wireless Energy-Harvesting in K-th Best Relay Selection Systems with
Energy Beamforming over Nakagami-m Fading Channels 32

parameters increase.

α
T
 (θ)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

O
ut

ag
e 

pr
ob

ab
ili

ty

10-6

10-5

10-4

10-3

10-2

10-1

100

TSR, MFHS
TSR, MSHS
PSR, MFHS
PSR, MSHS
Analytical

m1=m2=2

m1=m2=1

Figure 2.2: The OP with respect to αT for the TSR protocol and θ for the PSR
protocol. Other parameters: ρ = 10 (dB), γ = 3 (dB), L = 3 and K = 2.

In Figure 2.3, we show the OP of the proposed system in two cases: In one, we vary

0 < σ2
n[a] < 1 with fixed σ2

n[c] = 0.5; and in the other case, we vary 0 < σ2
n[c] < 1 with

fixed σ2
n[a] = 0.5. The TSR protocol obtains the same OP in the two cases, whereas

the PSR protocol gives different OPs in the two cases. These results can be explained

as follows. For the TSR protocol, because σ2
n[a] and σ2

n[c] play the same role in the

end-to-end SNR, the effects of these noise powers on the OP are identical. In contrast,

for the PSR protocol, a portion of the received signal strength is employed for the

signal-processing circuit (see equation (2.9)); thus, σ2
n[c] exerts a greater influence than

σ2
n[a] on the source information. For that reason, the OP for the PSR protocol in the

case of increasing σ2
n[c] increases more rapid than that in the case of increasing σ2

n[a] .
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Figure 2.3: Outage probability with respect to the noise power. Other parameters:
ρ = 10 (dB), γ = 3 (dB), L = 3 and K = 2.

Figure 2.4 presents the DLT throughput of the proposed system with respect

to αT , θ and R. As shown, the four sub-figures have similar shapes, i.e., concave-

downward surfaces. To explain these results, we first investigate the effects of αT and

θ on the throughput. For the TSR protocol, the duration employed for the energy-

harvesting and information-transmitting phase is determined by αT . If the value of

αT is too small (i.e., αT → 0+), R(K) forwards its received information with low

transmit power; hence, a high OP at D causes low throughput. And if the value

of αT is too high (i.e., αT → 1−), R(K) spends a short interval of each block time

for assisting the source-to-destination communication; thus, the throughput becomes

low. For the PSR protocol, the effect of θ on the throughput can be explained based

on the characteristic of the OP presented in the discussion of Figure 2.2. Next, we

consider the effect of R on the throughput. R influences both the transmission rate
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and the SNR threshold γth of D; therefore, if R is too low or too high, the throughput

becomes low. As a result, an optimal pair of values for the energy-harvesting ratio

and source rate, i.e., (α∗T , R
∗) for the TSR protocol and (θ∗, R∗) for the PSR protocol,

can be determined.
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Figure 2.4: The throughput with respect to the energy-harvesting ratio αT (or θ) and
R. Other parameters: ρ = 10 (dB), L = 4 and K = 2.

In Figure 2.5, we consider the effects of σ2
n[a] and σ2

n[c] on the optimal throughput

of the GODLT, LODLT and DTT modes. The value of σ2
n[a] and σ2

n[c] are configured

similar to those in Figure 2.3. We can observe that, with the same system configu-

ration, the optimal throughput of the DTT mode is superior to that of the GODLT

mode, and the optimal throughput of the GODLT mode is higher than that of the

LODLT mode. In the LODLT mode, when the noise powers increase, the optimal

throughput of the PSR protocol is notably degraded; this means that the TSR proto-
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col performs better than the PSR protocol at the low SNR regime. In contrast, in the

GODLT and DTT modes, a crossover between the optimal throughput of the PSR

and TSR protocols occurs only if σ2
n[c] is very high (see Figure 2.5(b)). On the other

hand, the optimal throughput for the TSR protocol is the same in the two cases of

varying noise variances, whereas the optimal throughput for the PSR protocol shown

in the two sub-figures is different. In particular, the optimal throughput in the case

of increasing σ2
n[c] (see Figure. 2.5(b)) decreases more significant than in the case

of increasing σ2
n[a] (see Figure 2.5(a)). These results can be explained based on the

effects of σ2
n[a] and σ2

n[c] on the end-to-end SNR, which is described in the discussion

of Figure 2.3.

Figure 2.6 presents the effect of ρ and the K-th best selection strategy on the

optimal throughput. It can be observed that, the optimal throughput is increasing

function of ρ and is decreasing function of K. Moreover, the optimal throughput

of the DTT and GODLT modes is significantly increased as ρ increases whereas the

optimal throughput of LODLT mode reaches the upper bound R/2 (bits/s/Hz) at

high values of ρ. This is because the OP and α∗T (for the TSR protocol) become small

at high values of ρ. In the LODLT mode, at relatively low values of ρ, the KBSC

scheme outperforms the KBFC scheme except for K = 1, and the TSR protocol

performs better than the PSR protocol. In contrast, in the GODLT and DTT modes,

the KBSC scheme is more efficient than the KBFC scheme only if K is set at high

values, and the PSR protocol outperforms the TSR protocol. The effects of the KBFC

and KBSC schemes from these assessments can be explained based on the influences

of low quality links on the harvested energy at R(K).
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Figure 2.5: The optimal throughput with respect to the noise power. Other parame-
ters: ρ = 10 (dB), L = 4, K = 2, and R = 2 (bits/s/Hz).
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Figure 2.6: The optimal throughput with respect to ρ. Other parameters: R = 2
(bits/s/Hz) for the LODLT mode.

2.5 Conclusions

In this Chapter, we proposed and analyzed the AF relaying WEH–CC system

with two K–th best PRS schemes, KBFC and KBSC. We derived the analytical

expressions for Nakagami–m fading channel for three performance metrics, i.e., the

OP, DLT throughput and DTT throughput for both the TSR and PSR protocols.

Moreover, we examined the DLT throughput in two optimal cases, GODLT and

LODLT. The results in terms of throughput show the following.

• The results of the DLT throughput in the LODLT case show that at relatively

low SNRs, the KBSC scheme outperforms the KBFC scheme except at K=1,

and the TSR protocol performs better than the PSR protocol.
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• The results of the DLT throughput in the GODLT case and the DTT throughput

show that the KBSC scheme is more efficient than the KBFC scheme at high

values of K, and the PSR protocol outperforms the TSR protocol.

• When the signal quality increases, the DLT throughput in the GODLT case

and the DTT throughput significantly enhance, whereas the DLT throughput

in the LODLT case approximately reaches an upper limit.

• The system performance can be significantly improved by increasing the number

of relays, device antennas, and the shape parameter of the Nakagami–m fading.

Finally, the effects of various system parameters, such as relay selection order, TS

ratio, PS ratio, source rate, and transmit power, on the OP and throughput were

investigated to provide useful insights.



Chapter 3

Wireless energy harvesting in

relay-selection systems with

residual transmit RF impairments 1

3.1 Introduction

As mentioned in Chapter 1, the communication of the practical wireless systems

suffers from the RRI caused by the imperfect RF hardwares and difficulty in design-

ing ideal mitigation algorithms. Therefore, the studies on the behavior of the RRI

are an essential research direction for the reality systems. The authors of [63] showed

that the impacts of the RRI can be characterized as additive and independent Gaus-

sian noises. Since then, a number of works studying the influences of the RRI on

various wireless systems have been published. In [82], the impact of transceiver RF

1The study in this chapter was published in International Journal of Electronics [82]

39
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impairments on relaying system was studied. The similar work regarding two–way

relaying was investigated in [83]. Later, the authors of [84] quantified the impact

of the RF impairments on an opportunistic relay–selection system. In other work,

the authors of [85] analyzed the impacts of RTRI on a training–based MIMO system

with different linear receivers, and then determined the optimal training matrix for

each receiver. Specifically, the authors of [86] studied the joint impact of hardware

impairment and CCI on a dual–hop DF relaying scheme.

Most studies regarding to the RRI focused on non–WEH systems. Motivated by

these observations, in this Chapter we study the effects of the RRI on the perfor-

mance of a WEH–CC system by expanding our investigation in Chapter 2 to the

scenario that the transmit hardwares of the devices contain the RTRI. However, we

only consider the two special cases of the PRS scheme, i.e., Best First–Hop–based

Partial Relay Selection (PRS–1), where the relay possessing the best fist–hop channel

assists the source’s transmission, and Best Second–Hop–based Partial Relay Selection

(PRS–2), where the relay possessing the best second–hop channel assists the source’s

transmission. To evaluate the system performance, we derive the analytical expres-

sions for the OP, the DLT throughput and the DTT throughput of both TSR and

PSR protocols. Finally, we use the Monte Carlo simulation to verify our analytical

results.

The rest of this Chapter is organized as follows. The system model and prelimi-

nary results are presented in Section 3.2. The analytical expressions for the OP and

throughput are derived in Section 3.3. The results and discussion are given in Section

3.4. Finally, the conclusions are presented in Section 3.5.
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Figure 3.1: System model.

3.2 System Model and Preliminary Results

3.2.1 System Model

We consider an AF relaying WEH–CC system illustrated in Figure 3.1. As shown,

the configurations of the source S, destinationD and WEH relay networkR (including

K nodes, Rk, 1 6 k 6 K) are similar to that in Chapter 2. Such as, S and D

are respectively equipped with N1 and N2 antennas, and respectively employ MRT

and MRC. Rk is single-antenna device and it can use the TS protocol with the TS

ratio, αT , or the PS protocol with the PS ratio, θ, to harvest energy and assist the

communication. The relays are located in a cluster, and are close to each other

relative to their distances d1 to S and d2 to D. Among the K relays, only the best

relay Rb selected using PRS is allowed to assist the communication.

Throughout this Chapter, the following assumptions are considered: 1) The direct

link does not exist due to obstacles or severe fading. 2) The S–R and R–D links

undergo i.i.d. Rayleigh block-fading channels, respectively. 3) The channel coefficients

of the indirect links are constants during a block time T and are i.i.d. random variables
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between two different block times. 4) The RTRI levels of the source antennas are

identical [85].

3.2.2 Partial relay selection scheme

Let h1,k = [h1,k,1, . . . , h1,k,N1 ] and h2,k = [h2,k,1, . . . , h2,k,N2 ]> be the channel vectors

of the S–Rk and Rk–D links, respectively, where hm,k,i ∼ CN (0, λm),m = {1, 2} and

i = 1, 2, . . . , Nm. According to Section 1.3.3, The strategy of the PRS-1 and PRS-2

schemes are described as follows:

Rb = arg max
16k6K

{‖h1,k‖2}, (for the PRS-1 scheme), (3.1a)

Rb = arg max
16k6K

{‖h2,k‖2}, (for the PRS-2 scheme). (3.1b)

According to [87,88], the PDF and CDF of ‖hm,k‖2 are given by

f‖hm,k‖2 (x) =
xNm−1

Γ (Nm)λNmm
e−

x
λm , (3.2)

F‖hm,k‖2 (x) = 1− e−
x
λm

Nm−1∑
j=0

1

j!

(
x

λm

)j
. (3.3)

Let us define gm,b = max
16k6K

{‖hm,k‖2}. The PDF and CDF of gm,b are given by

fgm,b (x) = Kf‖hm,k‖2 (x)

(
F‖hm,k‖2 (x)

)K−1

, (3.4)

Fgm,b (x) =

(
F‖hm,k‖2 (x)

)K
. (3.5)

In (3.4) and (3.5), the elements containing a power of a sum can be expanded

using the multinomial theorem given by (A.6).
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3.2.3 Time-switching relaying protocol with RTRI

In the TS protocol, the communication of each block time T consist of three

phases: energy-harvesting with a duration αTT , S–Rb transmission with a duration

(1− αT )T/2, and S–Rb transmission with a duration (1− αT )T/2.

Energy harvesting and source-to-relay transmission

To perform MRT, S applies a transmit beamforming vector ws = h†1,b/ ‖h1,b‖

to its signal xs before transmitting wsxs to D, where h1,b = [h1,b,1, . . . , h1,b,N1 ] is a

channel vector of the S–Rb link and E{xsx∗s} = 1. The received signal of Rb is given

by

yTSr =

√
Ps
dτ1

h1,b (wsxs + ηs) + n[a]
r + n[c]

r , (3.6)

where Ps is the transmit power of S, τ is the path loss exponent, ηs ∈ CN1×1 and

ηs ∼ CN (0, κ2
sIN1) is the RTRI noise vector at S with the RTRI level κ2

s, and

n
[a]
r ∼ CN (0, σ2

n
[a]
r

) and n
[c]
r ∼ CN (0, σ2

n
[c]
r

) are antenna and conversion AWGNs at

Rb, respectively [30].

The energy harvested by Rb during the interval αT is given by

ETS
r =

ζPs ‖h1,b‖2 αTT

dτ1
, (3.7)

where ζ is the energy conversion efficiency.

Relay-to-destination transmission and end-to-end SNR

In this phase, a power constraint factor GTS
r =

(
Ps‖h1,b‖2

dτ1
(1 + κ2

s) + σ2
n1,r

)−1/2

is

applied to the received signal of Rb before forwarding GTS
r yTSr to D, where n1,r :=
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n
[a]
r + n

[c]
r , σ2

n1,r
:= σ2

n
[a]
r

+ σ2

n
[c]
r

, and E {h1,bηs(h1,bηs)
∗} = ‖h1,b‖2 κ2

s. The received

signal of D can be expressed as

yTSd =

√
P TS
r

dτ2
h2,b

(
GTS
r yTSr + ηr

)
+ n

[a]
d + n

[c]
d , (3.8)

where P TS
r = 2ETSr

(1−αT )T
, h2,b = [h2,b,1, . . . , h2,b,N2 ]> is the channel vector of the S–Rb

link, ηr ∼ CN (0, κ2
r) is the RTRI noise at Rb with the RTRI level κ2

r, n
[a]
d ∈ CN2×1

and n
[a]
d ∼ CN (0, σ2

n
[a]
d

IN2) is the antenna AWGN vector at D, and n
[c]
d ∈ CN2×1 and

n
[c]
d ∼ CN (0, σ2

n
[c]
d

IN2) is the conversion AWGN vectors at D.

The received signal of D after MRC is expressed as

xTSd = wdy
TS
d =

√
P TS
r ‖h2,b‖2

dτ2

(
GTSr yTSr + ηr

)
+ wdnd, (3.9)

where wd = h†2,b/ ‖h2,b‖ is the weight vector of MRC and nd := n
[c]
d + n

[c]
d .

From (3.6),(3.7), (3.8) and (3.9), the instantaneous end-to-end SNR for the TSR

protocol can be evaluated as

γTSe2e =
a
TS ‖h1,b‖4 ‖h2,b‖2

aTSκ2
AF ‖h1,b‖4 ‖h2,b‖2 + bTS ‖h1,b‖2 ‖h2,b‖2 + ‖h1,b‖2 + cTS

, (3.10)

where aTS = 2ζαTPs
dτ1d

τ
2 (1−αT )σ2

nd
(1+κ2

s)
, bTS =

2ζαT σ
2
n1,r(1+κ2

r)
dτ2 (1−αT )σ2

nd
(1+κ2

s)
, cTS =

dτ1σ
2
n1,r

Ps(1+κ2
s)

, and κ2
AF =

(κ2
s + κ2

r + κ2
sκ

2
r).

3.2.4 Power-splitting relaying protocol with RTRI

In the PSR protocol, each block time T is split into two equal sub-blocks T/2. The

first sub-block is employed for the energy-harvesting and S–Rb transmission phases,

whereas the second sub-block is used for the Rb–D transmission phase.
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Energy harvesting and source-to-relay transmission

The input signal of the information receiver of Rb is given by

yPSr =

√
(1− θ)Ps

dτ1
h1,b (wsxs + ηs) +

√
(1− θ)n[r]

a + n[r]
c , (3.11)

and the energy harvested by Rb during T/2 is given by

EPS
r =

ζθPs ‖h1,b‖2 T

2dτ1
. (3.12)

Relay-to-destination transmission and SNR at destination

Similar to the TSR protocol, yPSr is multiplied by a power constraint factor GPS
r =(

(1−θ)Ps‖h1,b‖2

dτ1
(1 + κ2

s) + σ2
n2,r

)−1/2

before forwarding GPS
r yPSr to D, where n2,r :=√

(1− θ)n[a]
r +n

[c]
r and σ2

n2,r
:= (1− θ)σ2

n
[a]
r

+σ2

n
[c]
r

. Thus, the received signal at D can

be expressed as

yPSd =

√
P PS
r

dτ2
h2,b

(
GPS
r yPSr + ηr

)
+ nd, (3.13)

where P PS
r = 2EPSr

T
.

The received signal of D after MRC is expressed as

xPSd = wdy
PS
d =

√
P PS
r ‖h2,b‖2

dτ2

(
GPS
r yPSr + ηr

)
+ wdnd. (3.14)

From (3.11), (3.12), (3.13) and (3.14), the instantaneous end-to-end SNR for the

PSR protocol can be evaluated as

γPSe2e =
a
PS ‖h1,b‖4 ‖h2,b‖2

aPSκ2
AF ‖h1,b‖4 ‖h2,b‖2 + bPS ‖h1,b‖2 ‖h2,b‖2 + ‖h1,b‖2 + cPS

, (3.15)

where aPS = ζθPs
dτ1d

τ
2σ

2
nd

(1+κ2
s)

, bPS =
ζθσ2

n2,r(1+κ2
r)

dτ2 (1−θ)σ2
nd

(1+κ2
s)

, and c
PS =

dτ1σ
2
n2,r

(1−θ)Ps(1+κ2
s)

.
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3.3 Performance Analysis

3.3.1 Outage probability

Since the exact analysis appears to be difficult, an alternative approach is deriving

the tight lower bound of the OP by analyzing the upper bound of the end-to-end SNR

γwe2e,up, w = {TS, PS}. From (3.10) and (3.15), γwe2e,up can be expressed as

γwe2e,up =
a
w ‖h1,b‖2 ‖h2,b‖2

awκ2
AF ‖h1,b‖2 ‖h2,b‖2 + bw ‖h2,b‖2 + 1

. (3.16)

As shown in (3.16) that the effect of RTRI levels on γwe2e,up can be represented by

κ2
AF . Then, the lower bound of the outage probability is evaluated as

Pwout,low (γ) = Fγwe2e,up (γ) = Pr
{
‖h2,b‖2 (

â
w ‖h1,b‖2 − b

w
)
< 1
}
, (3.17)

where Fγwe2e,up (·) denotes the CDF of γwe2e,up and â
w = a

w
(

1
γ
− κ2

AF

)
.

Proposition 3.1 If γ > κ−2
AF , the tight lower bounds on the OPs for the PRS-1

scheme, Pw,1out,low, and PRS-2 scheme, Pw,2out,low, are equal to 1; and if γ < κ−2
AF , Pw,1out,low

and Pw,2out,low are as follows.

Pw,1out,low(γ) = 1−
N1−1∑
l=0

N2−1∑
j=0

K−1∑
u=0

∑
(p

(1)
0 +...+p

(1)
N1−1=u)

ω1∑
q=0

2(−1)uK(bλ2)N1+ω1−l−q−1

j!Γ (N1) (u+ 1)N1+ω1
×

(
N1 − 1

l

)(
K − 1

u

)(
u

p
(1)
0 , . . . , p

(1)
N1−1

)(
ω1

q

)N1−1∏
i=0

(
1

i!

)p(1)
i

Ξ (γ;α1, β1,w, υ1, µ1,w) ,

(3.18)

Pw,2out,low(γ) = 1−
N1−1∑
i=0

K∑
u=1

∑
(p

(2)
0 +...+p

(2)
N2−1=u)

2(−1)u(bλ2)N1−i−1

Γ (N1)uN1+ω2−i−1

(
K

u

)(
N1 − 1

i

)
×

(
u

p
(2)
0 , . . . , p

(2)
N2−1

)N2−1∏
i=0

(
1

j!

)p(2)
j

Ξ (γ;α2, β2,w, υ2, µ2,w) , (3.19)
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Table 3.1: The input parameters of Ξ(γ;αε, βε,w, υε, µε,w)

ε αε βε,w υε µε,w

1 2N1 + 2ω1 + j − l − q − 1 (u+1)b
λ1âw

l + q − j + 1 (u+1)
λ1λ2âw

2 2N1 + ω2 − i− 1 b

λ1âw
i− ω2 + 1 u

λ1λ2âw

Note: i, j, l, u and q are the loop control variables defined in

(3.18) and (3.19).

where ω1 =
N1−1∑
i=0

ip
(1)
i , ω2 =

N2−1∑
j=0

jp
(2)
j , and Ξ(γ;αε, βε,w, υε, µε,w) = µ

αε
2
ε,we−βε,wKυε

(
2
√
µε,w

)
;

αε, βε,w, υε, and µε,w are given in Table 1 for ε = 1, 2.

Proof: See Appendix B.1.

3.3.2 Throughput analysis

Delay-limited transmission mode

In the DLT mode, S transmits its information at a fixed rate R so that the

minimum end-to-end SNR at D required for successful decoding is γmin = 2R−1. We

denote the DLT throughput by TR. Then, using similar steps in Section 2.3.2, the

upper bound of TR for the TSR protocol of the PRS-m scheme can be expressed as

T TS,mR,up =
1

2
R
(

1− PTS,mout,low (γmin)
)

(1− αT ), (3.20)

and the upper bound of TR for the PSR protocol of the PRS-m scheme can be ex-

pressed as

T PS,mR,up =
1

2
R
(

1− PPS,mout,low (γmin)
)
. (3.21)
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Delay-tolerant transmission mode

In the DTT mode, S sends its information at the rate equal to the ergodic capacity

at D, which is the maximum rate for successful decoding at D. According to [30],

the ergodic capacity for the TSR and PSR protocols can be approximated using the

upper bound of the end-to-end SNR at D, γwe2e,up in (3.16), as follows.

Cw = E {log2 (1 + γwe2e)} ≈
κ−2
AF∫

0

log2 (1 + γ) fγwe2e,up (γ) dγ. (3.22)

From the expressions of outage probability, the calculation in (3.22) is mostly

focused on solving Υ (αε, βε,w, υε, µε,w) =
κ−2
AF∫
0

log2 (1 + γ)
(
dΞ(γ;αε,βε,w,υε,µε,w)

dγ

)
dγ.

Proposition 3.2 Υ (αε, βε,w, υε, µε,w) can be calculated as

Υ (αε, βε,w, υε, µε,w) = (αε−υε)µ̂ε,w
2

Λ (αε − 2, βε,w, υε, µε,w)

− µ̂ε,wΛ (αε − 1, βε,w, υε − 1, µε,w) + ((αε − υε)κ2
AF − β̂ε,w)Λ (αε, βε,w, υε, µε,w)

− 2κ2
AFΛ (αε + 1, βε,w, υε − 1, µε,w) +

((αε−υε)κ2
AF−4β̂ε,w)κ2

AF

2µ̂ε,w
Λ (αε + 2, βε,w, υε, µε,w)

− κ4
AF

µ̂ε,w
Λ (αε + 3, βε,w, υε − 1, µε,w)− β̂ε,wκ4

AF

µ̂2
ε,w

Λ (αε + 4, βε,w, υε, µε,w) , (3.23)

where Λ (αε, βε,w, υε, µε,w) =
κ−2
AF∫
0

log2(1+γ)Ξ (γ;αε, βε,w, υε, µε,w) dγ , β̂w,ε = βw,εâ
w/aw,

and µ̂w,ε = µw,εâ
w/aw.

Proof: See Appendix B.2.

Proposition 3.3 The ergodic capacity for the TSR and PSR protocols of the PRS-1



Chapter 3: Wireless energy harvesting in relay-selection systems with residual
transmit RF impairments 49

scheme Cw,1 and PRS-2 scheme Cw,2 are as follows.

Cw,1 ≈ −
N1−1∑
l=0

N2−1∑
j=0

K−1∑
u=0

∑
(p

(1)
0 +...+p

(1)
N1−1=u)

ω1∑
q=0

2(−1)uK(bλ2)N1+ω1−l−q−1

j!Γ (N1) (u+ 1)N1+ω1

(
N1 − 1

l

)

×
(
K − 1

u

)(
u

p
(1)
0 , . . . , p

(1)
N1−1

)(
ω1

q

)N1−1∏
i=0

(
1

i!

)p(1)
i

Υ (α1, β1,w, υ1, µ1,w) , (3.24)

Cw,2 ≈ −
N1−1∑
i=0

K∑
u=1

∑
(p

(2)
0 +...+p

(2)
N2−1=u)

2(−1)u(bλ2)N1−i−1

Γ (N1)uN1+ω2−i−1

(
K

u

)(
N1 − 1

i

)

×
(

u

p
(2)
0 , . . . , p

(2)
N2−1

)N2−1∏
j=0

(
1

j!

)p(2)
j

Υ (α2, β2,w, υ2, µ2,w) . (3.25)

Proof: Substituting the result of Lemma 1 into the derivative of (3.18) and (3.19),

we can derive the PDF of γwe2e,up for the PRS-1 and PRS-2 schemes, respectively.

Then, the ergodic capacity for these PRS schemes can be formulated.

Similar to TR, the throughput in the delay-tolerant mode Terg for the TSR and

PSR protocols of the PRS-m scheme can be respectively expressed as follows.

T TS,merg =
1

2
CTS,m(1− αT ), (3.26)

T PS,merg =
1

2
CPS,m. (3.27)

3.4 Results and Discussion

In this section, we present the numerical results to validate the analytical expres-

sions of the system performance presented in Section 3.3. Unless otherwise specified,

we set K = 5, η = 0.5, N1 = N2 = 2, αT = 0.2, θ = 0.5, d1 = d2 = 1, τ = 3, λ1 = λ2 =

1, κ2
s = κ2

r = κ2
0 and σ2

n
[a]
r

= σ2

n
[a]
d

= σ2

n
[a]
r

= σ2

n
[a]
d

= σ2
0 = 0.5.
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Figure 3.2 presents the OP of the proposed system versus κ2
0. It can be observed

that the OP is a decreasing function of K, N1 and N2, whereas it is an increasing

function of κ2
0. In the case of increasing K, N1 and/or N2, the OP is reduced owing

to the improvement of the channel gains of Rb; while in the case of increasing κ2
0, the

degradation of the end–to–end SNR cause the OP to increase. At a given value of

γ, when the RTRI levels are high enough (i.e., κ2
AF > 1

γ
), aw becomes non–positive;

therefore, D cannot successfully decode the received signal (see equation (3.17)). It

can be seen from Figure 3.2 that when κ2
0 reaches a threshold value κ̆2

0 =
√

1 + 1
γ
−1 ≈

0.147 (this is the valid root of κ2
AF = 1

γ
in the case of Figure 3.2), the OP approaches

zero. Comparing the PRS–1 and PRS–2 schemes, the outage performance of the

PRS–1 scheme is better than that of the PRS–2 scheme. This is because Rb in the

PRS–1 scheme can exploit spatial diversity in energy harvesting. Moreover, increasing

N1 gives a better performance than increasing N2.

Figure 3.3 illustrates the effects of αT and of θ on the DLT and DTT throughputs.

Specifically, the optimal energy-harvesting time α∗T and the optimal PS ratio θ∗ that

maximize the throughput are obtained using the GSS method with the tolerance

ε = 10−3. The trends of the throughput in Figure 3.3 are similar to that in Figure

2.4. The effects of αT and θ on the trend of the throughput were explained in the

discussion of Figure 2.4. For both the PSR and TSR protocols, the PRS–1 scheme

always yields better throughput than the PRS–2 scheme. Moreover, as shown in

Figure 3.3 that Terg is always higher than TR.

Figure 3.4 illustrates the impact of κ2
0 on the optimal DLT throughput T ∗R and

the optimal DTT throughput T ∗erg. The general trends of these optimal throughputs
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Figure 3.2: The outage probability versus κ2
0 for the (a) TSR and (b) PSR protocols.

Other parameters: Ps/2σ
2
0 = 10(dB) and γ = 5(dB).
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Figure 3.3: The effects of αT (TSR protocol) and θ (PSR protocol) on the throughput
in the (a) DLT and (b) DTT modes. Other parameters: R = 2(bits/s/Hz) and
Ps/2σ
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0 = 10(dB).
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are decreasing trends of κ2
0. For a given system configuration, T ∗erg is higher than

T ∗R , and the PRS–1 scheme gives greater throughput than the PRS–2 scheme. In

the DLT mode, the PSR protocol performs better than the TSR protocol at low

RTRI levels; however, at high RTRI levels, the TSR protocol is more efficient than

the PSR protocol. This is because for the PSR protocol, a strong effect of ηr on a

portion of the received signal strength of Rb causes a significantly decrease in the

throughput performance (see Eq. (3.11) and (3.13)). Moreover, T ∗R approaches zero

when κ2
0 reaches a threshold value κ̂2

0 =
√

2R/(2R − 1) − 1 (this is the valid root of

κ2
AF = 1

γmin
), and the value of κ̂2

0 becomes smaller as R increases. On the other hand,

in the DTT mode, the optimal throughput for the PSR protocol is always higher

than that for the TSR protocol, and the limit of T ∗erg is close but not equal to zero.

In reality, the RTRI levels are fixed when the hardware is selected; therefore, these

results provide valuable comprehension for hardware choosing. For example, it can

be seen from Figure 3.4 that we must chose the hardware that satisfies κ2
0 < 0.155

and κ2
0 < 0.069 for R = 2bits/s/Hz and R = 3bits/s/Hz, respectively, to achieve a

positive DLT throughput.

Figure 3.5 presents the effect of the number of relays K on the optimal DLT

throughput and optimal DTT throughputs. It can be seen that the optimal through-

put is an increasing function of K. This is because when K increases, Rb can get

better channel gains; hence, the end–to–end SNR can be improved. Moreover, the

increase of the optimal throughput slows down as K increases. These results provide

insight into practical design on the choice of K. In reality, using many relays causes a

lot problems, such as high system complexity, high power for setup phase Psetup which
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Figure 3.4: The optimal throughput versus κ2
0. Other parameters: Ps/2σ

2
0 = 10(dB).

uses for CSI acquisition, relay–selection process. To solve these problems, instead of

using many relays, a sufficient number of relays should be chosen to achieve great

advantages of using multiple relays with low system complexity and low Psetup. In

particular, K should be set at 5 or 6 in the case of Figure 3.5; and with these settings,

Psetup is negligible as compared to the power used for data transmission which does

not change as K increases.

Figure 3.6 presents the impact of R on the DLT throughput. The analytical and

simulation results shown in Figures 3.6(a) and 3.6(b) are respectively prepared by

varying R from 0.1 to 7.9 (bits/s/Hz) by steps of 0.1 (bits/s/Hz) and from 1 to 7

(bits/s/Hz) by steps of 1 (bits/s/Hz). The optimal data rate Ropt that maximizes TR

was obtained by using GSS method. In both subfigures, TR follows bell curves. When

R is smaller than Ropt, due to the small effect of the OP, TR is an increasing function
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Figure 3.5: The optimal throughput versus K for the (a) DLT and (b) DTT modes.
Other parameters: Ps/2σ

2
0 = 10(dB), and R = 1(bits/s/Hz).
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of R. In contrast, when R is higher than Ropt, because the OP rapidly increase with

increasing R, TR becomes a decreasing function of R. Moreover, in the case of existing

RTRI, if R > R̂ = log2(1+κ−2
AF ) the throughput is approximately zero. It can be seen

from Figure 3.6 that, in the case of κ2
0 = 0.05, TR ≈ 0 as R→ R̂ ≈ 3.43bits/s/Hz.

3.5 Conclusions

In this Chapter, we studied the effects of RTRI on an AF relaying WEH–CC

system with PRS. We derived the analytical expressions for the three performance

metrics, i.e., the OP, DLT throughput and DTT throughput, for both TSR and PSR

protocols. These analytical results allow us to understand different influences of RTRI

on the system performance and provide insight into practical designs of our proposed

system. The accuracy of our analysis was verified by the Monte Carlo simulations.

The results showed that:

• The system performance is notably affected by RTRI; especially at high trans-

mission rates, the throughput drastically decreases.

• The impact of RTRI can be significantly reduced by increasing the number of

antennas and relays.

• The PRS–1 scheme outperforms the PRS–2 scheme, and increasing the number

of source antennas is more efficient than increasing the number of destination

antennas.

• In the delay–limited mode, the TSR protocol performs better than the PSR



Chapter 3: Wireless energy harvesting in relay-selection systems with residual
transmit RF impairments 57

R

0 1 2 3 4 5 6 7

T
hr

ou
gh

pu
t

0

0.2

0.4

0.6

0.8

1

1.2

1.4
Simulation: PRS-1,N

1
=N

2
=2

Simulation: PRS-1,N
1
=N

2
=3

Simulation: PRS-2,N
1
=N

2
=2

Simulation: PRS-2,N
1
=N

2
=3

Analytical
The optimal point

κ
0
2=0

κ
0
2=0.05

(a)

R

0 1 2 3 4 5 6 7

T
hr

ou
gh

pu
t

0

0.5

1

1.5
Simulation: PRS-1,N

1
=N

2
=2

Simulation: PRS-1,N
1
=N

2
=3

Simulation: PRS-2,N
1
=N

2
=2

Simulation: PRS-2,N
1
=N

2
=3

Analytical
The optimal point

κ
0
2=0

κ
0
2=0.05

(b)

Figure 3.6: The DLT throughput versus R(bits/s/Hz) for the (a) TSR and (b) PSR
protocols. Other parameters: Ps/2σ

2
0 = 10(dB).



Chapter 3: Wireless energy harvesting in relay-selection systems with residual
transmit RF impairments 58

protocol at high impairment levels, whereas in the delay–tolerant mode, the

throughput of the PSR protocol is always superior to that of the TSR protocol.

Finally, the impact of various key system parameters, such as K, source rate, TS

fraction and θ, were examined to provide useful designs.



Chapter 4

Secure communication via a

wireless energy-harvesting

untrusted relay with imperfect CSI

1

4.1 Introduction

The broadcast nature of wireless signal makes it become a potential energy source

for prolonging the lifetime of the wireless energy–constrained network; however, it also

causes the wireless medium to become insecure. For that reason, security in WEH

networks has recently become an interesting research direction and received a lot at-

tention from the researchers. The studies relevant to PLS in WEH and WEH–CC

1The study in this chapter was published in Annals of Telecommunications [89]
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networks were discussed in Chapter 1. In this dissertation, we focus on another aspect

of PLS in WEH–CC networks, namely, secure communication of Untrusted Relaying

Wireless Energy Harvesting (UR–WEH) networks. Moreover, we expand our inves-

tigation to practical scenarios. Specifically, this Chapter (Chapter 3) evaluates the

secure performance of the UR–WEH system with the imperfect CSI; Chapter 4 ex-

amines the secure performance of the UR–WEH system in the presence of an external

eavesdropper; and Chapter 5 studies the effects of RSS on the secure performance of

the UR–WEH system.

In this Chapter, we investigate an UR–WEH system including a multi–antenna

source, a single–antenna destination and a single–antenna untrusted relay. The re-

lay is an AF WEH node. To exploit the benefit of using multiple antennas at the

source, two multiple–antenna schemes, TAS and MRT, are employed; moreover, a

RAS scheme is considered at the source for performance comparison. Although the

use of multiple antennas improves the secrecy performance, it can cause the imperfect

CSI. Thus, the CSI of the soure–to–relay link is examined in two cases: perfect CSI

and imperfect CSI, whereas the CSI of the relay–to–destination link is assumed to

be perfect. To create positive secrecy capacity, a destination–assisted jamming signal

that is completely cancelled at the destination is adopted. Moreover, the jamming

signal is also exploited as an additional energy source. The PS receiver architecture

is adopted. The secrecy performance is evaluated by analyzing the SOP and ASC.

To accomplish this, we derive the SOP expressions involving a single integral and a

tight closed–form upper bound for the ASC. Moreover, closed–form expressions for

the SOP at high power levels are also derived. The accuracy of the analytical results
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Figure 4.1: System model.

is verified by Monte Carlo simulations.

The rest of this Chapter is organized as follows. The system model is presented in

Section 4.2. The analytical expressions for the SOP and ASC are derived in Section

4.3. The results and discussion are given in Section 4.4. Finally, the conclusions are

presented in Section 4.5.

4.2 System Model

We consider an UR–WEH system illustrated in Figure 4.1(a). Our system consists

of a multi-antenna source S, that is equipped with N antennas, a single-antenna

destination D and a single-antenna untrusted relay R. R uses the PS policy shown

in Figure 4.1(b) to harvest energy and uses the AF protocol to forward the source’s

signal. In each block time T , the entire communication consists of two time slots,

T/2. During the first time slot, R harvests energy and decodes information with a

PS ratio 0 < θ < 1. Then, R uses all harvested energy to forward the received signal

to D during the second time slot.

Throughout this Chapter, we assume that: 1) no direct link between S and D

exists; 2) the channels follow independent and identical Rayleigh distributions, hence,
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the channel gains are exponential RVs; 3) the CSI of the S–R link is examined in two

cases: perfect CSI and imperfect CSI (because of using N antennas at S) whereas

the CSI of the R–D link is perfect; and 4) a local CSI is required at S and R, and

the full CSI and the value of transmit power at R are assumed to be available at

D. Because the received signal at D in the AF protocol contains both the S–R and

R–D CSI [90], the full CSI at D is a necessary condition to successfully decode the

source signal. Moreover, since the S–R CSI can be imperfect, R sends the value of

its transmit power to D for decoding the source signal optimally.

We denote h1 = [h1,1, . . . , h1,N ] as the channel vector between S and R during the

channel estimation and feedback process. The elements of h1 follow i.i.d. CN (0, λ−1
1 )

where λ1 = dτ1, d1 is the normalized distance between S and R, and τ is the path loss

exponent. We denote h̃1 as the time-delayed version of h1. Mathematically, h̃1 can

be modeled as

h̃1 =
√
ζh1 +

√
1− ζe, (4.1)

where ζ ∈ [0, 1] is the channel correlation coefficient, and e is an error vector in which

the elements of e are i.i.d. CN (0, λ−1
1 ). We also denote h2 ∼ CN (0, λ−1

2 ) as the

channel between R and D where λ2 = dτ2 and d2 is the normalized distance between

R and D.

We investigate two transmit antenna schemes, TAS and MRT. In addition, the

RAS scheme is also considered for performance comparison. In the RAS scheme, S

randomly chooses an antenna to transmit its signal xs, whereas, in the TAS scheme,

S selects the best antenna, denoted by the n∗–th antenna, to transmit xs, which
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satisfies the condition given by

n∗ = arg max
16n6N

{
|h1,n|2

}
. (4.2)

In the MRT scheme, S calculates a weight vector w = h†

‖h‖ and applies w to xs

before transmitting xs on N antennas in the data transmission phase.

4.2.1 Communication in the first time slot

The received signal at R for three transmit antenna schemes in the first time slot

is given by

yr =



h̃1,ran

√
(1− θ)Psxs + h2

√
(1− θ)Pdxd + nr ; (RAS)

h̃1,n∗
√

(1− θ)Psxs + h2

√
(1− θ)Pdxd + nr ; (TAS)

h̃1w1

√
(1− θ)Psxs + h2

√
(1− θ)Pdxd + nr ; (MRT)

, (4.3)

where Ps and Pd are the transmit powers of S and D, respectively, xd is the AN of

D, and nr ∼ CN (0, σ2
0) is the AWGN at R. Using (4.1), we can rewrite (4.3) as

yr =



h1,ran

√
ζ (1− θ)Psxs + e

√
(1− ζ) (1− θ)Psxs

+h2

√
(1− θ)Pdxd + nr ; (RAS)

h1,n∗
√
ζ (1− θ)Psxs + e

√
(1− ζ) (1− θ)Psxs

+h2

√
(1− θ)Pdxd + nr ; (TAS)

h1w1

√
ζ (1− θ)Psxs + ew1

√
(1− ζ) (1− θ)Psxs

+h2

√
(1− θ)Pdxd + nr ; (MRT)

. (4.4)
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For notational convenience, we define X1 and X̃1 as follows.

X1 =



|h1,ran|2 ; (RAS)

|h1,n∗|2 ; (TAS)

‖h1w1‖2 ; (MRT)

, and X̃1 =



|h̃1,ran|2 ; (RAS)

|h̃1,n∗|2 ; (TAS)

‖h̃1w1‖2 ; (MRT)

. (4.5)

Then, the harvested energy at R is calculated as

Eh = ηθY T/2, (4.6)

where η is the RF–to–DC conversion efficiency, Y = PsX̃1 + PdX2 and X2 = |h2|2.

From (4.4), the Signal to Interference plus Noise Ratio (SINR) at R can be ex-

pressed as

γr =
ζ(1− θ)ρsX1

(1− θ)ρdX2 + µ
, (4.7)

where ρs = Ps/σ
2
0, ρd = Pd/σ

2
0, and µ = (1− ζ)(1− θ) ρs

λ1
+ 1.

4.2.2 Communication in the second time slot

In the second time slot, R uses all harvested energy in (4.6) to forward its received

signal; therefore, the transmit power of R is Pr = 2Eh/T = ηθY . The received signal

at D is given by

yd =
√
Prh2Gyr + nd, (4.8)
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where G = 1/
√
κPr + σ2

0 with κ = (1− θ)/ηθ. Substituting (4.4) into (4.8) yields

yd =



h1,ranh2

√
ζ (1− θ)PsPrGxs︸ ︷︷ ︸

desired signal

+h2
2

√
(1− θ)PdPrGxd︸ ︷︷ ︸

AN

+ eh2

√
(1− ζ) (1− θ)PsPrGxs + h2

√
PrGnr + nd︸ ︷︷ ︸

overall noise

; (RAS)

h1,n∗h2

√
ζ (1− θ)PsPrGxs︸ ︷︷ ︸

desired signal

+h2
2

√
(1− θ)PdPrGxd︸ ︷︷ ︸

AN

+ eh2

√
(1− ζ) (1− θ)PsPrGxs + h2

√
PrGnr + nd︸ ︷︷ ︸

overall noise

; (TAS)

h1w1h2

√
ζ (1− θ)PsPrGxs︸ ︷︷ ︸

desired signal

+h2
2

√
(1− θ)PdPrGxd︸ ︷︷ ︸

AN

+ ew1h2

√
(1− ζ) (1− θ)PsPrGxs + h2

√
PrGnr + nd︸ ︷︷ ︸

overall noise

; (MRT)

. (4.9)

Because D can eliminate the AN in (4.9) and E{ew1 (ew)∗} = λ−1
1 , the end-to-end

SNR at D is calculated as

γd =
ζ (1− θ) ρsX1X2Pr
Pr (X2µ+ κ) + σ2

0

≈ ζ (1− θ) ρsX1X2

X2µ+ κ
. (4.10)

The approximation in (4.10) is acceptable because the noise variance term is

negligible compared to the other factors in the denominator.

4.3 Performance Analysis

4.3.1 Secrecy outage probability

Using (1.14), the instantaneous secrecy rate of the proposed system is given by

Rsec = [Cd − Cr]
+, (4.11)
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where Cd = log2 (1 + γd), and Cr = log2 (1 + γr). Then, the SOP is given by

SOP = Pr (Rsec < Rth) = Pr (ζ (1− θ) ρsX1Ξ (X2; β) < β − 1)

= 1− Pr

(
X1 >

β − 1

ζ (1− θ) ρsΞ (X2; β)
|X2 > x̄1

)
, (4.12)

where β = 2Rth , Ξ (x; β) = x
µx+κ

− β
x(1−θ)ρd+µ

, and x̄1 =
µ(β−1)+

√
µ2(β−1)2+4β(1−θ)ρdκ
2(1−θ)ρd

is

the positive root of the equation Ξ (x; β) = 0.

Proposition 4.1 The SOPs of the RAS, TAS, and MRT schemes are expressed as

SOPRAS = 1− λ2

+∞∫
x̄1

e−
α

Ξ(x;β)
−λ2xdx, (4.13)

SOPTAS = 1 + λ2

N∑
n=1

(
N

n

)
(−1)n

+∞∫
x̄1

e−
nα

Ξ(x;β)
−λ2xdx, (4.14)

SOPMRT = 1− λ2

N−1∑
n=0

αn

n!

∞∫
x̄1

Ξ(x; β)−ne−
α

Ξ(x;β)
−λ2xdx, (4.15)

where α = λ1(β−1)
ζ(1−θ)ρs .

Proof: See Appendix C.1.

The integrals in (4.13–4.15) do not admit closed-form expressions. Below, we

derive the asymptotic functions for the SOP at high power levels, i.e., (Ps, Pd) →

(∞,∞).

Proposition 4.2 In the case of perfect CSI (ζ = 1), the asymptotic functions for

the SOP of the RAS, TAS, and MRT schemes are respectively given by

SOP∞RAS = SOP∞TAS = SOP∞MRT = λ2

√
β

ηθρd
, (4.16)
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In the case of imperfect CSI (0 < ζ < 1), we have the follows

SOP∞RAS = 1− 2e−
x̄2λ1
ζω
−λ2x̄2

√
x̄2 (1− ζ) βλ2

ζ
K1

(
2

√
x̄2 (1− ζ) βλ2

ζ

)
, (4.17)

SOP∞TAS = 1 + 2
N∑
n=1

(
N

n

)
(−1)ne−

nx̄2λ1
ζω
−λ2x̄2

×

√
nx̄2 (1− ζ) βλ2

ζ
K1

(
2

√
nx̄2 (1− ζ) βλ2

ζ

)
, (4.18)

SOP∞MRT = 1−
N−1∑
n=0

2

n!
e−

x̄2λ1
ζω
−λ2x̄2

n∑
k=0

(
n

k

)
(µ0α)n−k

×
(
µ0αx̄2βλ2

β − 1

) k+1
2

K1−k

(
2

√
µ0αx̄2βλ2

β − 1

)
, (4.19)

where ω = ρs/ρd, µ0 = (1− ζ)(1− θ) ρs
λ1

, and x̄2 = (1− ζ)(β − 1) ω
λ1

.

Proof: See Appendix C.2.

4.3.2 Average secrecy capacity

The ASC of the proposed system is given by

R̄sec = E
{

[Cd − Cr]
+} . (4.20)

Using the fact that E {max {x, y}} > max {E {x} ,E {y}}, the lower bound of the

ASC can be determined as

R̄sec,low =
[
C̄d − C̄r

]+
, (4.21)

where C̄d = E {log2 (1 + γd)}, and C̄r = E {log2 (1 + γr)}.

We first derive the closed-form expression for C̄d. Considering the function f (x) =

ln (1 + ex), it can be seen that f(x) is a convex function and linearly increases for
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high values of x. Then, using Jensens inequality for f(x), we can approximate C̄d as

Cd = E
{

log2

(
1 + eln(γd)

)}
≈ log2

(
1 + eE{ln(γd)})

≈ log2

(
1 + eln(ζ(1−θ)ρs)+J1+J2−J3

)
, (4.22)

where J1 = E {ln (X1)}, J2 = E {ln (X2)}, and J3 = E {ln (X2µ+ κ)}.

Proposition 4.3 C̄d of the RAS, TAS, and MRT schemes can be approximated as

CRAS
d ≈ log2

(
1 + exp

(
ln
(
ζ(1−θ)ρs
κλ1λ2

)
+ 2Ψ (1) + e

λ2κ
µ Ei

(
−λ2κ

µ

)))
, (4.23)

CTAS
d ≈ log2

(
1 + exp

(
ln
(
ζ(1−θ)ρs
κλ2

)
+ 2Ψ (1) + e

λ2κ
µ Ei

(
−λ2κ

µ

)
−N

N−1∑
n=0

(
N − 1

n

)
(−1)n

(n+ 1)
ln ((n+ 1)λ1)

))
, (4.24)

CMRT
d ≈ log2

(
1 + exp

(
ln
(
ζ(1−θ)ρs
κλ1λ2

)
+ ψ (N) + Ψ (1) + e

λ2κ
µ Ei

(
−λ2κ

µ

)))
. (4.25)

where Ei(·) is the exponential integral function [53, Eq. (8.310.1)].

Proof: See Appendix C.3.

Next, we derive the closed-form expression for C̄r. According to [91], C̄r is calcu-

lated as

C̄r = E {log2 (1 + γr)} =
1

ln(2)

∞∫
0

1− Fγr (γ)

1 + γ
. (4.26)

Proposition 4.4 C̄r of the RAS scheme is calculated as follows.

• For λ1 6= λ2ζω:

C̄RAS
r ≈ 1

ln (2)
(

1− λ1

λ2ζω

)(e µλ2ζω
ζ(1−θ)ρsEi

(
−µλ2ω
(1−θ)ρs

)
− e

λ1µ
ζ(1−θ)ρsEi

(
−λ1µ

ζ(1−θ)ρs

))
. (4.27)
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• For λ1 = λ2ζω:

C̄RAS
r ≈ 1

ln (2)

(
1 +

λ1µ

ζ (1− θ) ρs
e

λ1µ
ζ(1−θ)ρsEi

(
−λ1µ

ζ(1−θ)ρs

))
. (4.28)

C̄r of the TAS scheme is calculated as follows.

• For nλ1 6= λ2ζω:

C̄TAS
r ≈

N∑
n=1

(
N

n

)
(−1)n+1

ln(2)
(

1− nλ1

λ2ζω

)
×
(
e

µλ2ζω
ζ(1−θ)ρsEi

(
−µλ2ω
(1−θ)ρs

)
− e

nλ1µ
ζ(1−θ)ρsEi

(
−nλ1µ
ζ(1−θ)ρs

))
. (4.29)

• For nλ1 = λ2ζω:

C̄TAS
r ≈

N∑
n=1

(
N

n

)
(−1)n+1

ln (2)

(
1 +

nλ1µ

ζ (1− θ) ρs
e

nλ1µ
ζ(1−θ)ρsEi

(
−nλ1µ
ζ(1−θ)ρs

))
. (4.30)

C̄r of the MRT scheme is calculated as follows.

• For λ1 6= λ2ζω:

C̄MRT
r ≈ λ2

ln (2)

N−1∑
n=0

1

n!

(
λ1

ζω

)n n∑
k=0

(
n

k

)(
µ

(1− θ) ρd

)n−k
Γ (k + 1)

×
(
A0e

λ1µ
ζ(1−θ)ρs Γ (n+ 1)Γ

(
−n, λ1µ

ζ(1−θ)ρs

)
+

k+1∑
i=1

Ai
λi2

(
ζωλ2

λ1

)n+1

Γ (n+ 1)U
(
n+ 1, n− i+ 2; ωλ2µ

(1−θ)ρs

))
. (4.31)

• For λ1 = λ2ζω:

C̄MRT
r ≈ λ2

ln (2)

N−1∑
n=0

1

n!

(
λ1

ζω

)n n∑
k=0

(
n

k

)(
µ

(1− θ) ρd

)n−k
×
(
ζω

λ1

)k+1

Γ (k + 1) Γ (n+ 1)U
(
n+ 1, n− k; ωλ2µ

(1−θ)ρs

)
. (4.32)

where U(a, b;x) is the confluent hypergeometric function of the second kind [53, Eq.

(9.211.4)], A0 =
(
λ2 − λ1

ζω

)−k−1

and Ai = −λ1

ζω

(
λ2 − λ1

ζω

)−k−2+i

.

Proof: See Appendix C.4.
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4.4 Results and Discussion

In this section, we present numerical results to validate the analytical expressions

presented in Section 4.3. Unless otherwise specified, we set η = 0.5, θ = 0.5, τ =

3, Rth = 1 (bits/s/Hz), N = 3, and σ2
0 = 1. The coordinates in the two-dimensional

plane of S, D, and R are set to (0, 0), (2, 0), and (d, 0.2), respectively.

In Figure 4.2, we show the SOP and its asymptote when both S and D increase

their transmit powers, i.e., ρs = ρd = ρ. As can be seen, when ρ increases, the

SOP for perfect CSI remarkably improves while that in the case of imperfect CSI

converges to a determined value. These results can be explained using the effect of

the noise caused by imperfect CSI on the SOP. Particularly, in the case of imperfect

CSI, the strength of this noise linearly increases with the signal strength; hence, the

SOP converges at high ρ values. Comparing the three antenna schemes, we observe

that the MRT provides a better SOP than the TAS scheme, and both the MRT and

TAS schemes outperform the RAS scheme; especially in the case of imperfect CSI,

these trends become even clearer. Moreover, as shown in Figure 4.2, the asymptote

agrees well with the exact SOP at high ρ values.

In Figure 4.3, we investigate the effect of θ on the SOP and ASC. The value of

θ is varied from 0 to 1. As shown, the SOP and ASC improve as θ increases from 0

to the corresponding optimal PS ratios, at which point the SOP or ASC achieve the

best values, and they rapidly become worse with further increases in θ. The trends

of the SOP and ASC are respectively similar to the trends of the OP and throughput

in Chapter 2 and Chapter 3. This is because the same effect of θ on the harvested

energy and the signal strength portion used for information decoding at the relay
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Figure 4.2: The effect of ρ on the SOP and its asymptote in the cases of a) ζ = 1 and
b) ζ = 0.9. Other parameters: d = 1 and ρs = ρd = ρ.
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that were explained in the discussion of Figure 2.4. Moreover, the effects of η on the

SOP and ASC are also examined. It can be observed that the secrecy performance is

enhanced as η increases.

In Figure 4.4, we investigate the effects of ρs and ρd on the optimal SOP and

optimal ASC in different scenarios: S1, S2, and S3. We fix ρs and ρd in scenarios

S1 and S2, respectively, while we vary their values in scenario S3. Comparing the

three antenna schemes, it can be observed that the MRT scheme provide the best

secrecy performance, whereas the RAS scheme yields the poorest secrecy performance.

Moreover, we consider the secrecy performance in two cases, perfect CSI (see Figure

4.4(a,b)) and imperfect CSI with ζ = 0.9 (see Figure 4.4(c,d)).

In the case of perfect CSI, the optimal SOP is an increasing function of ρ, and

the optimal ASC is a decreasing function of ρ. Moreover, as ρ increases, the secrecy

performance in scenarios S1 and S2 converges whereas it linearly increases in scenario

S3. These results can be explained using the trends of Cr and Cd in the three scenar-

ios. In scenario S1, the fixed ρs value leads to a fixed Cd, which limits the secrecy

performance. In scenario S2, the same increasing rates of Cr and Cd cause the secrecy

performance to converge. In scenario S3, the increasing trends of ρs and ρd leads

to substantial growth in Cd and the limit in Cr, respectively, which contribute to the

remarkable increase in secrecy performance. Additionally, at low ρ values, the secrecy

performance in scenario S2 overcomes those in scenarios S1 and S3.

In the case of imperfect CSI, the secrecy performance in scenarios S1 and S3 de-

creases and converges whereas that in scenario S2 improves at first and then degrades.

Comparing these results with that in the perfect CSI case, we have the follows. For
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Figure 4.3: The effect of θ on the SOP and ASC. Other parameters: d = 1, ρs = ρd =
25(dB) and Rs = 2(bits/sec/Hz).
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scenario S1, the secrecy performance trends in both perfect CSI and imperfect CSI

cases are similar, except for the limit of each case. In contrast, the secrecy perfor-

mance trends in the perfect CSI and imperfect CSI cases are different for scenarios S2

and S3. This is because of the effect of the noise caused by imperfect CSI. Particularly,

for scenario S2, both Cr and Cd converge to a value in which the convergence rate of

Cd is higher than that of Cr due to the effect of the AN; therefore, the optimal SOP

and optimal ASC follow a convex function and a concave function of ρ, respectively.

In scenario S3, Cd converges to a higher value than Cr due to the effect of the AN,

hence, the secrecy performance converges to a non–zero value. On the other hand,

at high ρ values, the secrecy performance in scenario S1 becomes better than that in

the other scenarios, whereas at low ρ values, the secrecy performance in scenario S2

outperforms that in the other scenarios.

In Figure 4.5, we present the optimal SOP and optimal ASC results in term of

the trade-off between the transmit powers of S and D. The overall transmit power

over noise power is ρΣ = 103, i.e., ρs + ρd = ρΣ. As shown in Figure 4.5, the

highest secrecy performance is obtained as ρs is between 0 and ρΣ, and the secrecy

performance rapidly decreases as ρs tends to 0 or ρΣ. These results show an important

role of the destination-assisted jamming in creating the positive secrecy capacity, such

as, with low destination-assisted jamming signal’s powers, the secure communication

between S and D does not exist. Moreover, it can be seen that the peaks of the

optimal SOP and ASC curves move toward to the left (the decreasing trend of ρs)

when ζ increases. Comparing three considered schemes, the peaks of the optimal

SOP and ASC curves for the TAS scheme is located in the left side of that for the
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Figure 4.4: The effect of ρs and ρd on the optimal SOP and optimal ASC. Other
parameters: d = 1 and Rth = 2(bits/sec/Hz).

RAS scheme and in the right side of that for the MRT scheme. For all values of

ρs ∈ (0, ρΣ], the MRT scheme yields the best secrecy performance while the RAS

scheme gives a lowest secrecy performance.

In Figure 4.6, we investigate the effects of N and ζ on the optimal SOP and

optimal ASC. From (4.9), it can be seen that the signal strength that can be decoded

at the receiver decreases and the noise power caused by the imperfect CSI increases

as ζ decreases; therefore, the secrecy performance degrades as ζ decreases. On the



Chapter 4: Secure communication via a wireless energy-harvesting untrusted relay
with imperfect CSI 76

ρ
s
 =ρ

Σ
 -ρ

d

0 100 200 300 400 500 600 700 800 900 1000

O
pt

 S
O

P

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
Sim: RAS scheme
Sim: TAS scheme
Sim: MRT scheme
Analytical

ζ=1,Rth=1 bits/s/Hz

ζ=0.9,Rth=2bits/s/Hz

ζ=0.9,Rth=1bits/s/Hz

(a)

ρ
s
=ρ

Σ
-ρ

d

0 100 200 300 400 500 600 700 800 900 1000

O
pt

 A
S

C

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5
Sim: RAS scheme
Sim: TAS scheme
Sim: MRT scheme
Analytical

ζ=1

ζ=0.9

(b)

Figure 4.5: The optimal SOP and optimal ASC in term of the trade-off between ρs
and ρd (ρs + ρd = ρΣ). Other parameter: d = 1 and ρΣ = 30(dB).
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other hand, it can be seen in (4.9) that, when S is equipped with a larger antenna, the

signal strength used for information decoding at the receiver for the TAS and MRT

schemes is enhanced, whereas the noise power caused by the imperfect CSI does not

change. Therefore, when N increases, the secrecy performances for both the MRT

and TAS schemes improves. Moreover, it can be seen in Figure 4.5 that the MRT

scheme outperform the TAS scheme for all values of ζ.

In Figure 4.7, we investigate the effect of the relay’s location on the optimal SOP

and optimal ASC. As shown, the secrecy performance improves as d increases from 0

to an optimal distance, and then it slightly degrades with further increase in d. These

results can be explained by using the effect of the R–D link on the AN at R and the

overall noise at D. When R is near S, the ANs strength becomes weak due to the

decreasing trend of the R–D channel gain, hence, the secrecy performance is low. In

contrast, when R is near D, the overall noise at D increases because of an increasing

trend in the R–D channel gain; therefore, the secrecy performance slightly degrades.

Comparing with the conventional WEH–CC system (which uses the trusted relay in

which a high performance is achieved when R is located near S), our proposed system

achieves high performance when R is located between S and D. Moreover, it can be

observed from Figure 4.7 that the optimal SOP is approximately zero if R is close to

S, such as d < 0.2, for the case of ζ = 1, and d < 0.4 for the case of ζ = 0.9.

4.5 Conclusion

In this Chapter, we studied the secure communication of an UR–WEH system

in a presence of imperfect CSI. We proposed equipping multiple antennas at the
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Figure 4.6: The effect of ζ on the SOP and ASC. Other parameter: d = 1, ρs = ρd =
25(dB) and Rs = 2(bits/sec/Hz).
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Figure 4.7: The effect of the relays location on the optimal SOP and optimal ASC.
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source to enhance the harvested energy at the WEH relay. Then, we employed the

multi–antenna schemes, TAS and MRT, to reduce the influence of imperfect CSI

caused by the multiple antennas. For secrecy performance comparison, we also ex-

amined the RAS scheme in this Chapter. We derived the analytical expressions for

the two secrecy performance metrics, i.e., the SOP and ASC, for both the perfect and

imperfect CSI cases; moreover, the closed–form expression for the SOP at high–power

levels was also presented. We used the Monte Carlo simulations to verify the accuracy

of the analytical results. The results showed that:

• The secrecy performance in both the perfect CSI case and imperfect CSI is

improved as the source’s antennas increases.

• The MRT scheme performs better than the TAS scheme; and both the MRT

and TAS schemes provide a significant improvement in secrecy performance

compared with the RAS scheme. Especially in the imperfect CSI case, these

trends has shown clearer.

• The best location for the untrusted relay is between the source and the desti-

nation.

Moreover, the effects of various system parameters, such as the channel correlation

coefficient, energy–harvesting efficiency, secrecy rate threshold, PS ratio, and transmit

powers on secrecy performance were studied. These results provide valuable insights

into system design.



Chapter 5

Secure communication via a

wireless energy-harvesting

untrusted relay in the presence of

an eavesdropper 1

5.1 Introduction

In this Chapter, we study the problem of secure communication in an UR–WEH

system in the presence of an external eavesdropper. We use the destination–assisted

jamming to create the positive secrecy rate and provide an additional energy at the

relay. The PS receiver architecture proposed is adopted. We evaluate the secrecy

performance by analyzing the two secrecy performance metrics, i.e., SOP and ASC.

1The study in this chapter was published in International Journal of Electronics [92]

81
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For that purpose, we derive the SOP expressions involving a single integral and a

tight closed–form upper bound for the ASC; moreover, the closed–form expressions

for the SOP at high-power scenarios are also derived. The accuracy of the analytical

results is verified by Monte Carlo simulations.

The rest of this Chapter is organized as follows. The system model is presented in

Section 5.2. The analytical expressions for the SOP and ASC are derived in Section

5.3. The results and discussion are given in Section 5.4. Finally, the conclusions are

presented in Section 5.5.

5.2 System Model

We consider an UR–WEH system illustrated in Figure 5.1(a). Our system consists

of a source S, a destination D, an untrusted WEH relay R and an external eavesdrop-

per E. The entire communication of each block time T is shown in 5.1(b). The block

time T consists of two time slots, T/2. In the first time slot, S and D simultaneously

send the information signal and the jamming signal to R, respectively; in the second

time slot, R uses all harvested energy and the AF protocol to forward the received

signal to D. R uses the PS policy with the PS ratio 0 6 θ 6 1 to harvest energy. In

this proposed system, the source’s information can be overheard by both R and E.

Throughout this paper, we assume that 1) the direct link between S and D does

not exist; 2) the channels follow independent and identical Rayleigh distributions;

hence, the channel gains are exponential RVs; 3) no CSI is required at S, the local

CSI is assumed at R and E, and the full CSI of the S–R–D route is assumed at D;

4) the duration for the setup phase is negligible as compared to the block time T and
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Figure 5.1: System model.

5) R and E overhear the source information separately.

Let us denote (h1, dh1), (h2, dh2), (g1, dg1), and (g2, dg2) as the Rayleigh fading chan-

nel coefficients and the distances of the S–R,R–D,S–E, and E–D links, respectively,

and X1 = |h1|2, X2 = |h2|2, Y1 = |g1|2 and Y2 = |g2|2 are exponential RVs with pa-

rameters λX1 = dτh1, λX2 = dτh2, λY1 = dτg1 and λY2 = dτg2 where τ is the path loss

exponent.

5.2.1 Communication in the first time slot

The signal component used for information decoding of R is given by

yr =
√

(1− θ)Psh1xs +
√

(1− θ)Pdh2xd + nr, (5.1)

where Ps and Pd are the transmit powers of S and D, respectively, xs is the unit

power information signal sent by S, xd is the unit power jamming signal sent by D,

and nr ∼ CN (0, σ2
0) is the AWGN at R.

The overall energy harvested at R during T/2 is given by

Eh = ηθ (PsX1 + PdX2)T/2, (5.2)
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where η is the RF-to-DC conversion efficiency.

From (5.1), the SINR at R can be expressed as

γr =
(1− θ) ρsX1

(1− θ) ρdX2 + 1
, (5.3)

where ρs = Ps/σ
2
0 and ρd = Pd/σ

2
0.

The received signal at E is given by

ye =
√
Psg1xs +

√
Pdg2xd + ne, (5.4)

where ne ∼ CN (0, σ2
0) is the AWGN at E. Therefore, the SINR at E is given by

γe =
ρsY1

ρdY2 + 1
. (5.5)

5.2.2 Communication in the second time slot

In the second time slot, R uses all of the harvested energy given by (5.2) to forward

its received signal to D; hence, the received signal at D is given by

yd =
√
Prh2Gyr + nd, (5.6)

where Pr = 2Eh
T

= ηθZ,G =
√

(1− θ)Z + σ2
0 and Z = PsX1 + PdX2. Substituting

(5.1) into (5.6) yields

yd =
√

(1− θ)PsPrh1h2Gxs︸ ︷︷ ︸
desired signal

+
√

(1− θ)PdPrh2h2Gxd︸ ︷︷ ︸
artificial noise

+
√
Prh2Gnr + nd︸ ︷︷ ︸

overall noise

. (5.7)

Because D knows exactly the value of xd, the influence of the artificial noise part

in (5.7) on the end-to-end SNR at D can eliminate. Therefore, the end-to-end SNR
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at D can be expressed as

γd =
ηθ (1− θ)ZρsX1X2

ηθZX2 + (1− θ)Z + σ2
0

≈ (1− θ) ρsX1X2

X2 + κ
, (5.8)

where κ = (1− θ)/ηθ.

The approximation in (5.8) is acceptable because the noise variance term is neg-

ligible compared to the other factors in the denominator. Then, the instantaneous

secrecy capacity can be calculated as

Rsec = [min {Rsec,1, Rsec,2}]+, (5.9)

where Rsec,1 = Cd −Cr and Rsec,2 = Cd −Ce with Cd = log2 (1 + γd) , Cr = log2 (1 + γr)

and Ce = log2 (1 + γe).

5.3 Performance analysis

5.3.1 Secrecy outage probability

The SOP is given by

Pout = Pr (min {Rsec,1, Rsec,2} < Rth)

= Pr (Rsec,1 < Rth)︸ ︷︷ ︸
Pout,1

+ Pr (Rsec,2 < Rth, Rsec,1 > Rth)︸ ︷︷ ︸
Pout,2

. (5.10)

Thanks to the author of [46], Psec,1 was given by

Psec,1 = 1− λX2

+∞∫
x̄1

e
−x2λX2

−λX1
β−1

(1−θ)ρsΞ1(x2)dx2, (5.11)
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where β = 2Rth ,Ξ1 (x) = x
x+κ
− β

(1−θ)ρdx+1
and x̄1 =

β−1+
√

(β−1)2+4(1−θ)ρdβκ
2(1−θ)ρd

, which is

the positive root of the equation Ξ1 (x) = 0.

After some manipulation, we can rewrite Psec,2 as

Psec,2 = Pr
(
X1 <

βγe+β−1
(1−θ)ρs

(
1 + κ

X2

)
, X1 >

β−1
(1−θ)ρsΞ1(X2)

, γe > Ξ2(X2), X2 > x̄1

)
,

(5.12)

where Ξ2 (x) = (β−1)(x+κ)
(1−θ)ρd(x−x̄1)(x−x̄2)

and γe > Ξ2(X2) is a condition for the inequality

β−1
(1−θ)ρsΞ1(X2)

< βy+β−1
(1−θ)ρs

(
1 + κ

X2

)
to be true.

Proposition 5.1 Psec can be computed by

Psec,2 = −
+∞∫
x̄1

λX2e
−λX2

x βλX1

βY (1− θ) ρs

(
1 +

κ

x

)
e
λY1
ρsβY

+
(
β
βY
−β+1

) λX1
(1−θ)ρs (1+κ

x)

× Ei
(
−βY Ξ2 (x) + 1

βY ρs

(
λY1 +

βλX1

(1− θ)

(
1 +

κ

x

)))
dx, (5.13)

where βY =
ρdλY1

ρsλY2
and x̄2 =

β−1−
√

(β−1)2+4(1−θ)ρdβκ
2(1−θ)ρd

is the negative root of the equation

Ξ1 (x) = 0.

Proof: See Appendix D.1.

5.3.2 High-power secrecy outage probability approximation

To the best of the authors’ knowledge, the integrals in (5.11) and (5.13) do not

admit closed-form expressions. Below, we derive the closed-form expressions for the

SOP at high-power levels, i.e., (ρs, ρd)→ (∞,∞).
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Proposition 5.2 Psec,2 can be computed by

Psec,HP =1− e−λX2
x̄0 +

λX1 (β − 1)

(1− θ) ρs
(
e−λX2

x̄0 − λX2κEi (−λX2x̄0)
)

+
βλX1λX2

(1− θ)ρsβY
e
λY1
ρsβY

+
λX1

(1−θ)ρs

(
β
βY
−β+1

)(
κG3,0

2,3

(
λX2x̄0|1,10,0,0

)
+
e−λX2

x̄0 ln (ρsx̄0)− Ei (−λX2x̄0)

λX2

− κEi (−λX2x̄0) ln (ρsx̄0)

)
, (5.14)

where x̄0 =
√

βκ
(1−θ)ρd

.

Proof: See Appendix D.2.

5.3.3 Average secrecy capacity

Using (5.10), the ASC of the proposed system is given by

R̄sec = E

{
min

[{
log2

(
1 + γd
1 + γr

)
, log2

(
1 + γd
1 + γe

)}]+
}

(5.15a)

= E

{[
log2

(
1 + γd

1 + max {γe, γr}

)]+
}
. (5.15b)

Using the fact that E {max {x, y}} > max {E {x} ,E {y}}, the lower bound of the

ASC can be determined as

R̄sec,low = [Cergd − C
erg
T ]+, (5.16)

where Cerg
d = E {log2 (1 + γd)}, Cerg

T = E {log2 (1 + T )} and T = max {γe, γr}.

We first derive the closed-form expression for Cerg
d .

Proposition 5.3 Cerg
d can be approximated as

Cerg
d ≈ log2

(
1 + e

2ψ(1)+ln

(
(1−θ)ρs
κλX1

λX2

)
+e

λX2
κ
Ei(−λX2

κ)
)
. (5.17)
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Proof: See Appendix D.3.

Next, we derive the closed-form expression for Cerg
T . According to [91], Cerg

T is

calculated as

Cerg
T =

1

ln (2)

+∞∫
0

1− Fγe (γ)Fγr (γ)

1 + γ
dγ (5.18)

Substituting the CDF of γe and γr into (18) yields

Cerg
T = Cerg

T,1 + Cerg
T,2 − C

erg
T,3, (5.19)

where Cerg
T,1 = 1

ln(2)βX

+∞∫
0

e
−

γλX1
(1−θ)ρs

(γ+1)(γ+β−1
X )

dγ, Cerg
T,2 = 1

ln(2)βY

+∞∫
0

e
−
λy1
ρs

γ

(1+γ)(γ+β−1
Y )

dγ, Cerg
T,3 =

1
ln(2)

+∞∫
0

e−µγ

βXβY (1+γ)(γ+β−1
X )(γ+β−1

Y )
dγ, βX =

ρdλX1

ρsλX2
, βY =

ρdλY1

ρsλY2
and µ =

λY1

ρs
+

λX1

ρs(1−θ) .

Proposition 5.4 Cerg
T,1 can be approximated as

Cerg
T,1 ≈


1

ln(2)(1−βX)

(
e

λX2
(1−θ)ρdEi

(
− λX2

(1−θ)ρd

)
− e

λX1
(1−θ)ρsEi

(
− λX1

(1−θ)ρs

))
; (for βX 6= 1)

1
ln(2)

(
λX1

(1−θ)ρs e
λX1

(1−θ)ρsEi
(
− λX1

(1−θ)ρs

)
+ 1

)
; (for βX = 1)

,

(5.20)

Cerg
T,2 can be approximated as

Cerg
T,2 ≈


1

ln(2)(1−βY )

(
e
λY2
ρd Ei

(
−λY2

ρd

)
− e

λY1
ρs Ei

(
−λY1

ρs

))
; (for βY 6= 1)

1
ln(2)

(
λY1

ρs
e
λY1
ρs Ei

(
−λY1

ρs

)
+ 1

)
; (for βY = 1)

, (5.21)
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Cerg
T,3 can be approximated as

Cerg
T,3 ≈



−A1

ln(2)
eµEi (−µ)− B1

ln(2)
e

µ
βX Ei

(
−µ
βX

)
− C1

ln(2)
e
µ
βY Ei

(
−µ
βY

)
;

(for βX 6= 1, βY 6= 1, βX 6= βY )

−A2

ln(2)
eµEi (−µ) + B2µ+A2

ln(2)
e
µ
β0Ei

(
−µ
β0

)
+ B2β0

ln(2)
; (for βX = βY = β0; β0 6= 1)

B3µ−A3

ln(2)
eµEi (−µ) + B3

ln(2)
+ A3

ln(2)
e
µ
βY Ei

(
−µ
βY

)
; (for βX = 1; βY 6= 1)

B4µ−A4

ln(2)
eµEi (−µ) + B4

ln(2)
+ A4

ln(2)
e

µ
βX Ei

(
−µ
βX

)
; (for βX 6= 1; βY = 1)

1
2 ln(2)

(1− µ− µ2eµEi (−µ)) ; (for βX = βY = 1)

,

(5.22)

whereA1 = 1
(βX−1)(βY −1)

, B1 = 1

(βX−1)(1−βY β−1
X )

, C1 = 1

(βY −1)(1−βXβ−1
Y )

, A2 = 1
(β0−1)2 , B2 =

1
β0(β0−1)

, A3 = −βY
(βY −1)2 , B3 = 1

1−βY
, A4 = −βX

(βX−1)2 and B4 = 1
1−βX

.

Proof: Following the same steps for the calculation of Fγe(γ) given in Appendix A,

Fγr(γ) is calculated as

Fγr (γ) = 1− 1

γβX + 1
e−

γλX1
(1−θ)ρs (5.23)

Then, using partial fraction decomposition and applying [53, Eq. (3.353.2)], we

can obtain the desired results.

5.4 Simulation results

In this section, we present numerical results to validate the analytical expressions

presented in Section 3. Unless otherwise specified, we set ρs = ρd = 25 dB, η = 0.5,

θ = 0.5, τ = 3, and Rth = 1 (bits/s/Hz). Any change in the values of these parameters

is described at the captions and legends of the figures. The coordinates in the two-
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dimensional plane of S,D,R, and E are set at (0, 0), (2, 0), (dr, 0.2), and (de, 0.2),

respectively.

In Figure 5.2, we investigate the SOP and its approximation when both S and

D increase their transmit powers, i.e., ρs = ρd = ρ. As can be seen, the SOP

slightly improves as ρ increases from 0 to 10 dB and remarkably improves with further

increases in ρ. This is because the AN efficiently degrades the SNRs of R and E at

high ρ values, whereas it does not interfere with the signal quality at D. Additionally,

the SOP increases as Rth increases. Moreover, as shown in Figure 5.2, the analytical

result matches well with the exact SOP, and the high-power approximation for the

SOP can be considered as the upper bound. The high-power curves are quite close

to the exact SOPs at moderate ρ values (from 20 to 30 dB), and they are very tight

to the exact SOPs at higher ρ values.
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Figure 5.2: The effect of ρ on the SOP and its approximation. Other parameters:
dr = de = 1 and ρs = ρd = ρ.
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In Figure 5.3, we investigate the effect of θ on the SOP and ASC. θ is varied from

0 to 1. As can be seen, the trends of the SOP and ASC in this figure are similar to

them in Figure 4.3. The explanation of these trends was given in the discussion of the

Figure 4.3. The SOP and ASC improve as θ increases and reach their optimal values

at their corresponding optimal PS ratios, θ∗. Then, the SOP and ASC degrade with

further increase in θ. Additionally, the SOP and ASC are examined with different

values of η. As η increases, R is capable of harvesting more energy; hence, better

performance can be achieved. It can also be observed that the value of θ∗ decreases

with increasing values of η.

In Figure 5.4, we investigate the effect of ρs and ρd on the optimal SOP and optimal

ASC in different scenarios: S1, S2, and S3. We fix ρs and ρd in S1 and S2, respectively,

while we vary their values in S3. As shown in Figure 5.4(a), the optimal SOP shows

similar trends in the three scenarios, i.e., decreasing with increasing ρ. Moreover, at

high ρ values, the optimal SOPs in scenarios S1 and S2 converge to non-zero numbers,

whereas they are nearly zero in scenario S3. As shown in Figure 5.4(b), the optimal

ASCs in scenarios S1 and S2 increase and converge to the determined throughputs as ρ

increases. In contrast, the optimal ASCs in scenario S3 linearly increase as ρ increases.

Because the results of the optimal SOP can be explained by using the trends of the

optimal ASC, we focus on understanding the effects of ρ on the optimal ASC. In

scenario S1, the fixed value of ρs leads to a fixed Cd, which limits the optimal ASC. In

scenario S2, the optimal ASCs converge because Cr, Ce and Cd grow at the same rate at

high ρd values. In scenario S3, the increasing trend of ρs leads to substantial growth

in Cd. Additionally, the increasing trend of ρd limits the values of Cr and Ce. These
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Figure 5.3: The effect of θ on a) the SOP and b) the ASC. Other parameters: dr =
de = 1, ρs = ρd = ρ, and Rth = 2 bits/s/Hz.
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factors combine to yield a significant increase in the optimal ASC. Moreover, Figure

5.4 also shows that a sufficient strength of the AN is necessary to yield a positive ASC

at D with relatively low source’s transmit powers. In particular, the optimal ASC in

scenarios S1 and S3 are nearly zero as ρd is less than 16dB, whereas it in scenario S2

can be approximately 0.5 (bits/s/Hz) for ρs = 10 dB and 1 (bits/s/Hz) for ρs = 15

(dB).

In Figure 5.5, we investigate the effect of the distances on the optimal SOP and

optimal ASC. This figure clearly shows that Cr, Ce and Cd achieve greater values as

R and E tend to S and vice versa. Therefore, the best optimal SOP and the best

optimal ASC can be observed at the position where R and E are near D, at which

point Ce and Cr are significantly depressed due to the strong influence of the AN.

The least optimal SOP and least optimal ASC are found at the position where E

is close to S and R is near D, at which point the low Cd value and high Ce value

lead to low system performance. Additionally, it can be seen in Figure 5.5(b) that

there is a region at which the optimal ASC is approximately zero. It is reasonable to

conclude that choosing the location of R can help improve the secure performance.

In particular, when E is close to S, R should be located near S, and when E is near

D, R should be located near D.

5.5 Conclusions

In this Chapter, we proposed and analyzed an UR–WEH system where the secure

communication was attacked by both the untrusted relay and external eavesdropper.

We employed the destination–assisted jamming signal to prevent the untrusted relay
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Figure 5.4: The effect of ρs and ρd on a) the optimal SOP and b) the optimal ASC.
Other parameters: dr = de = 1 and Rth = 2 bits/s/Hz.



Chapter 5: Secure communication via a wireless energy-harvesting untrusted relay in
the presence of an eavesdropper 95

0
0.5

d
R

1
1.5

22
1.5

1

d
E

0.5
0
0

0.2

0.4

0.8

1

0.6

O
pt

 S
O

P

(a)

2
1.5

d
R

1
0.5

00

0.5

1

d
E

1.5

0

1

2

3

4

5

6

2

O
pt

 A
S

C

(b)

Figure 5.5: The effect of distances on a) the optimal SOP and b) the optimal ASC.



Chapter 5: Secure communication via a wireless energy-harvesting untrusted relay in
the presence of an eavesdropper 96

and eavesdropper from overhearing the source’s confidential information. To evaluate

the secrecy performance, we derived the analytical expressions for the SOP and ASC;

moreover, the high–power approximation for the SOP was also presented in this

Chapter. We used the Monte Carlo simulations to verify the accuracy of the analytical

results. The results showed that:

• In the presence of the external eavesdropper, an reasonable location of the

untrusted relay can yield a higher secrecy performance. In particular, the relay

should be located near the source as the eavesdropper is close to the source and

vice versa.

• At high–power scenario, the proposed system provides high secrecy perfor-

mances only if the information signal power and jamming signal power linearly

increase.

• The simulation results also allow detailed studies into the effects of different

system parameters, such as, η, Rth, θ, transmit powers, and locations of the

relay and eavesdropper, on the secrecy performance, which provide useful design

insights.



Chapter 6

Secure communication in

untrusted relay-selection network

with wireless energy-harvesting 1

6.1 Introduction

In this Chapter, we study the problem of secure communication in a relay–selection

UR–WEH system. Our system consists of a multi–antenna source–destination pair

and L single–antenna untrusted relays. We use the KBFC and KBSC schemes to

choose the K–th best relay to assist the source–to–destination communication and use

transmit beamforming technique known as MRT to eliminate the security risks from

the non–selected relays. Then, we use the destination–assisted jamming to interfere

the selected relay for archiving the positive secrecy rate. The PS receiver architecture

1The study in this chapter was published in Wireless Networks [93]

97



Chapter 6: Secure communication in untrusted relay-selection network with wireless
energy-harvesting 98

is adopted. For performance evaluation, we derive the SOP expressions involving

a single integral and a tight closed–form upper bound for the ASC; moreover, the

closed–form expressions for the SOP at high–power scenarios are also derived. The

accuracy of the analytical results is verified by Monte Carlo simulations.

The rest of this Chapter is organized as follows. The system model is presented in

Section 6.2. The analytical expressions for the SOP and ASC are derived in Section

6.3. The results and discussion are given in Section 6.4. Finally, the conclusions are

presented in Section 6.5.

6.2 System Model and Preliminary Results

6.2.1 System Model

We consider an UR–WEH system illustrated in Figure 6.1(a). Our system consists

of a multi–antenna source, S, equipped with N1 antennas, a multi–antenna destina-

tion, D, equipped with N2 antennas, and single–antenna untrusted relay network, R,

including L nodes, Rl, l = 1, . . . , L. The relays are located within a cluster, and are

close to each other relative to the distances d1 to S and d2 to D. We consider two

relay selection schemes, KBFC and KBSC, to choose the K–th best relay, R(K), to

assist the communication. R(K) uses the PS policy with a PS ratio 0 < θ < 1 shown

in Figure 6.1(b) to harvest energy and uses the AF protocol to forward the source’s

signal. In each block time, T , the entire communication consists of two time slots,

T/2. During the first time slot, S and D simultaneously send the information signal

and the jamming signal to R(K), respectively, and R(K) harvests energy from these



Chapter 6: Secure communication in untrusted relay-selection network with wireless
energy-harvesting 99

( )
1

Kh

M

S DM M

( )K
R

1N antennas 2N antennas

(1)
R

( )L
R

( )
2
Kh

M

First time slot

Second time slot

( )K
R

( )K
⇒S R

( )K
⇒D R

θ

1 θ−
Information Signal

Jamming Signal

Energy harvesting at ( )K
⇒R D

Information and 

Jamming Signals

First time slot Second time slot 2T 2T

(b)(a)

Figure 6.1: System model.

signals. Then, R uses all harvested energy to forward the received signal to D during

the second time slot. The channels of wireless links undergo Nakagami-m fading;

hence, the channel gains are gamma RVs.

6.2.2 Preliminary Results

The PDF and CDF of a gamma RV, X , are given in Section 1.3.1 as

fX (x;m,λ) =
xm−1

Γ(m)λm
e−

x
λ , (6.1)

FX (x;m,λ) =
1

Γ(m)
γ
(
m,

x

λ

)
. (6.2)

where m is a shape parameter and λ is a scale parameter.

Let h1,l = [h1,l,1, . . . , h1,l,N1 ]>,h2,l = [h1,l,1, . . . , h1,l,N2 ]>, h
(K)
1 and h

(K)
2 respec-

tively represent the channel vectors of the S–Rl,Rl–D,S–R(K) and R(K)–D links,

|h1,l,n1|2, n1 = 1, . . . , N1, and |h2,l,n2|2, n2 = 1, . . . , N2, are respectively gamma RVs

with parameters (m1,
λ1

m1
) and (m2,

λ2

m2
), λ1 = d−τ1 , λ2 = d−τ2 , and τ is the path loss
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exponent. The relay selection strategies are given in Section 1.3.3 as

R(K) = Kth arg max
16l6L

{‖h1,l‖2
2}, (KBFC scheme) (6.3a)

R(K) = Kth arg max
16l6L

{‖h2,l‖2
2}. (KBSC scheme) (6.3b)

According to [35], ‖h1,l‖2
2 and ‖h2,l‖2

2 are gamma RVs with parameters
(
N1m1,

λ1

m1

)
and

(
N2m2,

λ2

m2

)
, respectively.

After selecting R(K), the information xs of S and the AN xd of D are simulta-

neously transmitted to R(K). We assume that each relay knows only its local CSI;

therefore, by using transmit beamforming technique, security risks from the non-

selected relays are eliminated; therefore, the secure communication of the proposed

system is studied by analyzing the secure risk from R(K). Let w1 =

(
h

(K)
1

)†
‖h(K)

1 ‖2
and

w2 =

(
h

(K)
2

)†
‖h(K)

2 ‖2
be respectively the transmit beamforming vectors at S and D, the

signal component at the input of the information receiver of R(K) is given by

yr =
√

(1− θ)Ps
∥∥∥h(K)

1

∥∥∥
2
xs +

√
(1− θ)Pd

∥∥∥h(K)
2

∥∥∥
2
xd + nr, (6.4)

where Ps and Pd are respectively the transmit power of S and D, nr ∼ CN (0, N0) is

the AWGN at R(K), and N0 is the noise power. The overall energy harvested at R(K)

is given by

Eh = ηθ (PsX + PdY )T/2, (6.5)

where η is the energy conversion efficiency factor; X = ‖h(K)
1 ‖2

2 and Y = ‖h(K)
2 ‖2

2.

From (6.4),the instantaneous SNR at R(K) can be expressed as

γr =
aX

bY + 1
, (6.6)
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where a = (1− θ)Ps/N0 and b = (1− θ)Pd/N0.

During the second time slot, R(K) forwards its received signal with transmit power

Pr = 2Eh/T , hence, the received signal at D can be expressed as

yd =
√
Prh

(K)
2 Gryr + nd, (6.7)

where Gr = 1/
√

(1− θ) (PsX + PdY ) + σ2
r , and nd ∼ CN (0, N0IN2) is the AWGN

vector at D.

Substituting (6.4) and (6.5) into (6.7), we have the following

yd =
√

(1− θ)PsPr
∥∥∥h(K)

1

∥∥∥
2
h

(K)
2 Grxs︸ ︷︷ ︸

desired signal

+
√

(1− θ)PrPd
∥∥∥h(K)

2

∥∥∥
2
h

(K)
2 Grxd︸ ︷︷ ︸

artificial noise

+
√
Prh

(K)
2 Grnr + nd︸ ︷︷ ︸

overall noise

. (6.8)

Because D can eliminate the AN in (6.8), the instantaneous SNR at D can be

calculated as

γd =
aXY Z

Y Z + cZ + d
≈ aXY

Y + c
, (6.9)

where Z = PsX + PdY , c = (1−θ)
ηθ

and d = N0

ηθ
. The approximation in (6.9) is accept-

able because the noise variance term is negligible compared to the other factors in

the denominator.

According to [73], the instantaneous secrecy capacity can be calculated as

Rsec =
1

2
[log2 (1 + γd)− log2 (1 + γr)]

+ (6.10)

To evaluate the system performance, we need to study the statistical character-

istics of the Kth best gamma RV. Letting X1, . . . ,XL be L i.i.d. gamma RVs with
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Table 6.1: The PDF and CDF of X and Y

KBFC scheme KBSC scheme

fX(x) fX (K)

(
x;N1m1,

λ1

m1

)
fX

(
x;N1m1,

λ1

m1

)
FX(x) FX (K)

(
x;N1m1,

λ1

m1

)
FX

(
x;N1m1,

λ1

m1

)
fY (y) fX

(
y;N2m2,

λ2

m2

)
fX (K)

(
y;N2m2,

λ2

m2

)
FY (y) FX

(
y;N2m2,

λ2

m2

)
FX (K)

(
y;N2m2,

λ2

m2

)
parameters (m,λ). According to [94], the PDF and CDF of the Kth best order RV

X (K) , Kth arg max
16l6L

{Xl} are respectively given by

fX (K) (x;m,λ) =
L!fX (x;m,λ)

(K − 1)! (L−K)!Γ (m)L−1
γ
(
m, x

λ

)L−K
Γ
(
m, x

λ

)K−1
, (6.11)

and

FX (K) (x;m,λ) =
K−1∑
k=0

(
L

k

)
1

Γ(m)L
γ
(
m, x

λ

)L−k
Γ
(
m, x

λ

)k
. (6.12)

Then, the PDF of X, fX(x), CDF of X, FX(x), PDF of Y , fY (y) and CDF of Y ,

FY (y), for the KBFC and KBSC schemes are determined in Table 6.1.

6.3 Performance Analysis

In this section, we derive the analytical expressions for the SOP and ASC, and

the high–power approximation for the SOP.

6.3.1 Secrecy outage probability

The SOP is calculated by

Pout = Pr (Rsec < Rth) . (6.13)
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Substituting (6.6), (6.9) and (6.10) into (6.13), the SOP is bounded below by

Pout,low = Pr (aXΞ (Y ; γth) < γth − 1) , (6.14)

where γth = 22Rth , Rth is the target secrecy rate and Ξ (y; γth) = y
y+c
− γth

by+1
.

Proposition 6.1 The SOPs for the KBFC and KBSC schemes are respectively

bounded below by

PKBFC
out,low = 1 +

K−1∑
k=0

L−k∑
n=0

k+n6=0

∑
‖p(1)‖

1
=k+n

(−1)nmN2m2
2

Γ (N2m2)λN2m2
2

(
L

k

)(
L− k
n

)(
k + n

p(1)

)

×

(
N1m1−1∏
i=0

(i!)−p
(1)
i

)(
m1 (γth − 1)

aλ1

)ω1
∞∫
y1

yN2m2−1

Ξ(y; γth)ω1
e
−m1(k+n)(γth−1)

aλ1Ξ(y;γth)
−m2
λ2
y
dy, (6.15)

PKBSC
out,low = 1−

N1m1−1∑
j=0

L−K∑
n=0

∑
‖p(2)‖

1
=K+n−1

L!(−1)n

j! (K − 1)! (L−K)!Γ (N2m2)

×
(
m1 (γth − 1)

aλ1

)j(
L−K
n

)(
K + n− 1

p(2)

)(
m2

λ2

)N2m2+ω2
(
N2m2−1∏
j=0

(j!)−p
(2)
j

)

×
+∞∫
y1

yN2m2+ω2−1

Ξ (y; γth)j
e
− m1(γth−1)
aλ1Ξ(y;γth)

−m2(K+n)y
λ2 dy, (6.16)

where p(1) =
[
p

(1)
0 , . . . , p

(1)
N1m1−1

]
,p(2) =

[
p

(2)
0 , . . . , p

(2)
N2m2−1

]
, ω1 =

N1m1−1∑
i=0

ip
(1)
i , ω2 =

N2m2−1∑
j=0

jp
(2)
j , and y1 =

γth−1+
√

(γth−1)2+4γthbc

2b
is the positive root of the equation

Ξ(y, γth) = 0.

Proof: See Appendix E.1.
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6.3.2 High-power secrecy outage probability approximation

At high–power scenario, i.e., (Ps, Pd)→ (∞,∞), (6.14) is rewritten as

Pout,low = Pr

(
abX (Y − y1) (Y − y2)

(Y + c) (bY + 1)
< γth − 1

)
= Pr (Y < y1) + Pr (X < x0|Y > y1) Pr(Y > y1), (6.17)

where y2 =
γth−1−

√
(γth−1)2+4γthbc

2b
is the negative root of the equation Ξ(y, γth) = 0,

and x0 = (γth−1)(Y+c)(bY+1)
ab(Y−y1)(Y−y2)

.

Without loss of generality, we assume that a = ζb and (a,b) → (∞,∞) where

ζ is constant; therefore, we can simplify x0, y1, and y2 by evaluating the leading-

order terms in the numerators and denominators as follows: y1 ≈ y0, y2 ≈ −y0 and

x0 ≈ γth−1
a

(
1 + c

Y

)
where y0 ,

√
γthc

b
. Then, (6.17) at high-power scenario can be

approximated by

Pout,HPL ≈ FY (y0)︸ ︷︷ ︸
J1

+

∞∫
y0

FX

(
γth − 1

a

(
1 +

c

y

))
fY (y) dy

︸ ︷︷ ︸
J2

. (6.18)

Proposition 6.2 The SOPs for the KBFC and KBSC schemes at high-power sce-

nario are respectively approximated by (6.19) and (6.20) shown on the top of the next

page.

where Ei(·) is the exponential integral function [53, Eq. (8.310.1)], µ1 = m1(γth−1)
ζγthcλ1

and µ2 = m2(K+n)y0

λ2
.

Proof: See Appendix E.2.
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PKBFC
out,HPL ≈

1

(N2m2)!

(
m2y0

λ2

)N2m2

+

(
L

K − 1

)
(µ1y

2
0)
N1m1(L−K+1)

Γ (N2m2) Γ(N1m1 + 1)L−K+1

×
N1m1(L−K+1)∑

n=0

(
m2c

λ2

)n(
N1m1(L−K + 1)

n

)(
1(n < N2m2)Γ (N2m2 − n)

+ 1(n > N2m2)

(
(−1)n−N2m2+1

(n−N2m2)!
Ei

(
−m2y0

λ2

)
+ e

−m2y0
λ2

n−N2m2−1∑
u=0

(−1)u

× (n−N2m2 − u− 1)!

(n−N2m2)!

(
λ2

m2y0

)n−N2m2−u
))

, (6.19)

PKBSC
out,HPL ≈

(
L

K − 1

)
1

Γ(N2m2 + 1)L−K+1

(
m2y0

λ2

)N2m2(L−K+1)

+
L!

(N1m1)!

× (µ1y
2
0)
N1m1

(K − 1)! (L−K)!Γ(N2m2)

L−K∑
n=0

(−1)n
(
L−K
n

) ∑
‖p(2)‖

1
=K+n−1

(
K + n− 1

p(2)

)

×

N2m2−1∏
j=0

(
1

j!

)p(2)
j

N1m1∑
i=0

(
N1m1

i

)(
m2c

λ2

)i
1

(K + n)N2m2+ω2−i

×

(
1(i < N2m2 + ω2)Γ(N2m2 + ω2 − i) + 1(i > N2m2 + ω2)

(
(−1)i−N2m2−ω2+1

(i−N2m2 − ω2)!

× Ei(−µ2) + e−µ2

i−N2m2−ω2−1∑
u=0

(−1)u (i−N2m2 − ω2 − u− 1)!

(i−N2m2 − ω2)!
µN2m2+ω2+u−i

2

))
,

(6.20)

6.3.3 Average secrecy capacity

The ASC of the proposed system is given by

R̄sec =
1

2
E
{

[log2 (1 + γd)− log2 (1 + γr)]
+} . (6.21)
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From (6.6) and (6.9), the ASC can be approximated by

R̄sec ≈
1

2
E
{[

log2

(
1 + aX

cY −1+1

)
− log2

(
1 + aX

bY+1

)]+}
, (6.22a)

=
1

2
E
{

log2

(
1 + aX

cY −1+1

)
− log2

(
1 + aX

bY+1

) ∣∣∣∣Y > y3

}
Pr (Y > y3) , (6.22b)

=
1

2
E
{

log2

(
bY+1
cY −1+1

)
+ log2

(
1 + cY −1−bY

bY+1+aX

) ∣∣∣∣Y > y3

}
Pr (Y > y3) , (6.22c)

where y3 =
√
c/b is the double root of the equation Ξ (y; 1) = 0.

Because (6.22) does not admit a closed form expression, the ASC can be evaluated

using its lower bound. Using the fact that E {max {x, y}} > max {E {x} ,E {y}}, the

lower bound of the ASC can be determined as

R̄sec ,low =
1

2
[Cerg,d − Cerg,r]

+, (6.23)

where Cerg,d = E {log2 (1 + γd)} and Cerg,r = E {log2 (1 + γr)}.

Proposition 6.3 The ASC for the KBFC scheme can be bounded below as

R̄KBFC
sec ,low =

1

2

[
log2

(
1 + eln(a)+J3,a+J4,a−J5,a

)
− CKBFC

erg,r

]+

, (6.24)

where

CKBFC
erg,r = −

K−1∑
k=0

L−k∑
n=0

k+n6=0

∑
‖p(1)‖

1
=k+n

ω1∑
u=0

I1

(
k, n,p(1), u

)
Γ (ω1 + 1)

ln (2)

(
A0e

m1(k+n)
aλ1

× Γ
(
−ω1,

m1(k+n)
aλ1

)
+

N2m2+u∑
j=1

Ajµω1−j+1
3 U

(
ω1 + 1, ω1 − j + 2; m2

bλ2

))
, (6.25)

U(a, b;x) is the confluent hypergeometric function of the second kind [53, Eq. (9.211.4)],

µ3 = aλ1m2

bλ2m1(k+n)
,A0 = (µ3 − 1)−N2m2−u,Aj = −(µ3 − 1)−N2m2−u+j−1, and J3,a,J4,a,J5,a
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and I1

(
k, n,p(1), u

)
are respectively defined as

J3,a =
L−K∑
n=0

L!(−1)n

(K − 1)! (L−K)!Γ (N1m1)

(
L−K
n

) ∑
‖p(1)‖

1
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(
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(
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(
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i=0

(
1

i!

)p(1)
i

, (6.26)

J4,a = ψ (N2m2)− ln

(
m2

λ2

)
, (6.27)

J5,a = ln(c) +

N2m2−1∑
u=0

1

(N2m2 − u− 1)!

(
−cm2

λ2

)N2m2−u−1

×

(
−e

cm2
λ2 Ei

(
−cm2

λ2

)
+

N2m2−u−1∑
q=1

(q − 1)!

(
− λ2

cm2

)q)
, (6.28)

I1

(
k, n,p(1), u

)
=

(−1)n (N2m2 + u− 1)!

Γ (N2m2) (k + n)N2m2+u

(
m2

bλ2

)N2m2
(
aλ1

m1

)N2m2+u−ω1

×
(
L
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)(
L− k
n

)(
k + n

p(1)

)(
ω1

u

)N1m1−1∏
i=0

(
1

i!

)p(1)
i

. (6.29)

with ψ(x) is the Digamma function [53, Eq. (8.360.1)].

Proof: See Appendix E.3.

Proposition 6.4 The ASC for the KBSC scheme can be bounded below as

R̄KBSC
sec ,low =

[
log2

(
1 + eln(a)+J3,b+J4,b−J5,b

)
2

+

N1m1−1∑
i=0

Γ(i+ 1)

2 ln(2)

×
L−K∑
n=0

∑
‖p(2)‖

1
=K+n−1

i∑
u=0

I2(i, n,p(2), u)

(
B0e

m1
aλ1 Γ

(
−i, m1

aλ1

)

+

N2m2+ω2+u∑
q=1

Bqµi−q+1
4 U

(
i+ 1, i− q + 2;

m1µ4

aλ1

))]+

, (6.30)

where µ4 = aλ1m2(K+n)
bλ2m1

,B0 = (µ4 − 1)−N2m2−ω2−u,Bq = −(µ4 − 1)−N2m2−ω2−u+q−1,
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and J3,b,J4,b,J5,b and I2

(
i, n,p(2), u

)
are respectively defined as

J3,b = ψ (N1m1)− ln

(
m1

λ1

)
, (6.31)

J4,b =
L−K∑
n=0

∑
‖p(2)‖

1
=K+n−1

L!(−1)nΓ (N2m2 + ω2)

(K − 1)! (L−K)!Γ (N2m2) (K + n)N2m2+ω2

(
L−K
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)

×
(
K + n− 1

p(2)

)N2m2−1∏
j=0

(
1

j!

)p(2)
j

(ψ (N2m2 + ω2)− ln
(
m2(K+n)

λ2

))
, (6.32)

J5,a = ln (c) +
L−K∑
n=0

∑
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1
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1
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×
(
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)(
−eµ5Ei (−µ5) +
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, (6.33)

with µ5 = cm2(K+n)
λ2

,

I2

(
i, n,p(2), u

)
=

(−1)nL! (N2m2 + ω2 + u− 1)!

(K − 1)! (L−K)!i!Γ (N2m2)
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(
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(
1

j!

)p(2)
j

 . (6.34)

Proof: Using fX(x), FX(x) and fY (y) for the KBSC scheme, the results can be

derived by following the same steps as in the proof of Proposition 6.3.

6.4 Simulation results

In this section, we use the Monte Carlo simulation to validate the analytical

expressions presented in Section 6.3. Unless otherwise specified, we set L = 4, N1 =
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N2 = 2,m1 = m2 = 2, N0 = 1, η = 0.5, θ = 0.5, d1 = d2 = 1, τ = 3, λ1 = λ2 = 1, Rth =

1 (bits/s/Hz), ζ = 1, ρ = Ps/N0, and ρ0 = 10 (dB).

In Figure 6.2, the SOP is presented as a function of ρ. As shown, the SOP is a

decreasing function of ρ, and is an increasing function ofK. The analytical expressions

match well with the simulation results that confirms the validity of the approximation

in (6.9). Additionally, the high power-level approximations in Proposition 6.2 work

quite well even at moderate values of ρ. As shown from the results of the KBFC

scheme, the SOPs for different K values yield the similar SOP at high values of ρ.

This assessment provides a design insight on the choice of K for the KBFC scheme.

In particular, at low ρ values, the proposed system should be configured at low K

values for achieving better SOPs; however, at high ρ values, we can use higher values

of K to avoid overload at relay but achieve the similar SOP. In case of the KBSC

scheme, the SOP is significantly enhanced as K decreases.
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Figure 6.2: The secrecy outage probability versus ρ. Other parameters: m1 = m2 = 1.
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In Figure 6.3, the ASC is presented as a function of θ. The ASC increases as

θ increases from zero to an optimal value θ∗, and the ASC decreases with further

increases of θ. This result agrees with previous results in Figure 4.3 and Figure 5.3.

Moreover, the ASC approximates to zero if θ is below a threshold θth. The values of

θth for the KBFC scheme with respect to different K values are the same whereas they

for the KBSC scheme with respect to different K values are different. Specifically,

θth for the KBSC scheme becomes higher as K increases.
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Figure 6.3: The average secrecy capacity versus θ. Other parameters: Ps = Pd =
N0ρ0.

In Figure 6.4, the effect of the relay locations on the optimal ASC is investigated.

For the conventional WEH–CC systems (which use trusted–relay nodes), the optimal

location of the relay is close to the source; whereas, that of the UR–WEH system is

between the source and destination. If R moves toward S, the optimal ASC decreases

because Cerg,r increases more significantly than Cerg,d; and if R moves toward D, the
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optimal ASC decreases due to the decreasing trend of Cerg,d. Therefore,an optimal

distance, d∗, that balance the effects of AN on Cerg,r and Cerg,d, gives the maximum

ASC. Moreover, as shown in Figure 6.4 that when d2 is sufficiently high, the optimal

ASC approximates to zero. On the other hand, as R is close to D, i.e., d2 → 0+,

the optimal ASCs for the KBSC scheme tend to a particular value, whereas the

optimal ASCs for the KBFC scheme with respect to different values of K tend to

different values. Additionally, for the best–relay selection strategy, i.e., K=1, the

KBSC scheme outperforms the KBFC scheme when R is near S, while the KBFC

scheme performs better than the KBSC scheme when R is near D.
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Figure 6.4: The effect of the relay locations on the optimal ASC. Other parameters:
Ps = Pd = N0ρ0.

In Figure 6.5, the effect of the number of relays L on the optimal ASC is inves-

tigated for the best–relay selection strategy, i.e., K = 1. It can be seen that the

optimal ASC is an increasing function of L, and as L progressively becomes higher,
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the increase in the optimal ASC slows down. Moreover, as can be seen in this figure,

the KBSC scheme outperforms the KBFC scheme. Examining the effect of the shape

parameters m on the optimal ASC, we have the following: the KBFC scheme per-

forms better as m increases; the KBSC scheme with respect to high L values achieves

better ASC at lower m values, whereas that with respect to low L values achieves

better ASC at higher m values.
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Figure 6.5: The effect of the number of relays on the optimal ASC. Other parameters:
Ps = Pd = N0ρ0 and K = 1.

6.5 Conclusions

In this chapter, we studied the secure communication of an relay–selection UR–WEH

system. We used the KBFC and KBSC schemes to choose the K–th best relay to

assist the source–to–destination communication. Moreover, we applied the MRT

technique to eliminate the security risks from the non–selected relays, and the des-
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tination–assisted jamming to interfere the selected relay. The main contributions of

this paper are summarized as follows:

• We derived the analytical expression involving a single integral for the SOP

and the closed–form expression for the ASC; moreover, the and closed–form

expression for the SOP at the high–power scenario was also derived.

• The results shows the advantage of using the relay–selection technique in im-

proving the secrecy performance. In particular, the secrecy performance is

enhanced as the number of the relays increases. The KBSC scheme can outper-

form the KBFC scheme as the relay is placed near the source while the KBFC

scheme can perform better than the KBSC scheme as the relay is placed near

the destination.

• Finally, the effect of various system parameters, such as transmit powers, target

secrecy rate, PS ratio, shape parameter of the Nakagami–m fading, and K, on

the secrecy performance, was examined which provides useful design insights.



Chapter 7

Summary of Contributions and

Further Works

7.1 Introduction

In this final chapter, we summarize the main contributions of this dissertation and

discuss several possible direction for further works.

7.2 Summary of Contributions

WEH is currently a hot topic in research community and is a future technique for

powering small–size energy–constrained wireless networks. The feasible of WEH in

different wireless networks, such as wireless sensor networks, cognitive radio networks,

relaying networks, etc., was demonstrated in various scientific publications. In this

dissertation, we investigated the WEH relaying networks with advanced issues in

114



Chapter 7: Summary of Contributions and Further Works 115

wireless communication, such as relay selection, hardware impairment, imperfect CSI

and PLS. The main contributions of this dissertation can be listed as follows.

• First, we solved problem of Simultaneous Wireless Information and Power Trans-

fer (SWIPT) in Multiple Input Multiple Output (MIMO) systems via AF relays

by proposing a novel method that allows energy beamforming technique, relay

selection technique and diversity combining technique to collaborate effectively;

hence, the (secrecy) performance of our proposed system is significantly im-

proved.

• Second, we extended our investigation to practical scenarios, e.g., the devices

suffer from RF impairments, the obtained CSI are imperfect, the best relay is

unavailable due to its service and the relays are untrusted nodes, to make the

results more practical and useful.

• Third, we solved the extension problems of the secure communication in the

untrusted relaying WEH systems with the presence of an external eavesdropper

or with the relay–selection technique.

• Fourth, the previous studies for the SOP of the untrusted relaying WEH sys-

tems did not provide any closed–form solution due to the complexity of the

calculation. In this dissertation, we proposed an approximate analytical solu-

tion which allow us to obtain the closed–form expression for the SOP of these

systems.

• Fifth, we derived the mathematical expressions for all of (secrecy) performance

metrics, such as OP, SOP, ergodic capacity, ASC, etc., for all proposed systems.
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We used Monte Carlo simulations to verify our derivations.

• Finally, for each proposed system, we investigated the impact of various key

system parameters on the (secrecy) performance, and provided useful design

insights on the choice of these parameters under different system configurations.

7.3 Future Research Directions

• Although many aspects of WEH were studied in the literature, there remain

interesting research topics for the WEH technology. In this dissertation, we

only studied PLS for untrusted relaying systems under the assumptions of per-

fect hardware; hence, the effects of the imperfect transceivers on the secure

communication of untrusted relaying systems will be an interesting topic.

• Due to the different propagation delays in practical networks, the multiple repli-

cations of the signal at the receiver are misaligned causing a degradation in the

post–detection SNR. Therefore, studies for our proposed systems under the

effects of timing synchronization errors will be our future research directions.

• Recently, the researchers have proposed some new techniques for wireless com-

munication, such as Non–Orthogonal Multiple Access (NOMA) network that

uses the power domain for multiple access whereas the previous wireless–network

systems relied on the time/frequency/code domain, and Nano–Network Com-

munication (NNC) network that enables communication among small nano–scale

devices. These new techniques allow new applications of the WEH and relaying

techniques, and indicate new research directions for the PLS technique.
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Appendix A

Proofs in Chapter 2

A.1 Proof of Proposition 2.1

The tight lower–bound of the OP can be calculated as

P low(γ) = Pr{γup
e2e,[w] < γ}. (A.1)

Substituting (2.14) into (A.1), we have

P low(γ) = 1−
+∞∫
0

(
1− F∥∥∥h(K)

2

∥∥∥2

(
γ

b[w]z

))
f∥∥∥h(K)

1

∥∥∥2

(
z +

γ

a[w]

)
dz, (A.2)

where z =

(∥∥∥h(K)
1

∥∥∥2

− γ
a[w]

)
.

Before calculating the OP, we need to study the PDF and CDF of the K–th best

order of gamma RVs. Consider L gamma RVs, X1, . . . ,XL, with parameters (m,λ),

and the K–th best RV is determined as X (K) = K–th arg max
16l6L

(Xl). According to [95],

134
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the PDF and CDF of X (K) are given by

fX (K)(x;m,λ) =
L−K∑
n=0

(
L−K
n

)
L!(−1)nf(x;m,λ)

(K − 1)!(L−K)!

(
Γ
(
m, x

λ

)
Γ(m)

)K+n−1

, (A.3)

FX (K)(x;m,λ) =
K−1∑
t=0

L−t∑
n=0

(−1)n
(
L

t

)(
L− t
n

)(
Γ
(
m, x

λ

)
Γ(m)

)t+n

. (A.4)

A.1.1 Outage probability for the KBFC scheme

For the KBFC scheme, the PDF and CDF of ‖h(K)
1 ‖2 respectively follow (A.3)

and (A.4) with parameters (N1m1,
λ1

m1
), the PDF of ‖h(K)

2 ‖2 follows (2.1), and the

CDF of ‖h(K)
2 ‖2 follows

Fg(x;m,λ) =
γ
(
m, x

λ

)
Γ(m)

= 1−
Γ
(
m, x

λ

)
Γ(m)

, (A.5)

with parameters
(
N2m2,

λ2

m2

)
[52].

Substituting the PDF of ‖h(K)
1 ‖2 and CDF of ‖h(K)

2 ‖2 into (A.2), and using the

multinomial theorem given in [53, Eq. (26.4.9)] as

(x1 + . . .+ xn)u =
∑

Σ‖p‖1=u

(
u

p

)
xp1

1 . . . xpnn , (A.6)

the OP for the KBFC scheme can be calculated as

P low
KBSC,[w](γ) = 1−

N2m2−1∑
j=0
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n=0

∑
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i

 e
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0

tq−je
− m2γ
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−m1(K+n)t
λ1 dt. (A.7)

The integration in (A.7) can be solved using [53, Eq. (3.471.9)]. Then P low
KBSC,[w](γ)

can be calculated as in (2.15).
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A.1.2 Outage probability for the KBSC scheme

For the KBSC scheme, the PDF and CDF of ‖h(K)
1 ‖2 respectively follow (2.1) and

(A.5) with parameters (N1m1,
λ1

m1
), and the PDF and CDF of ‖h(K)

2 ‖2 respectively

follow (A.3) and (A.4) with parameters (N2m2,
λ2

m2
). Then, the OP for the KBSC

scheme is obtained with the same steps as in Appendix A.1.1.

A.2 Proof of Proposition 2.2

A.2.1 Ergodic capacity for the KBFC scheme

Calculation for Cγr,[w]

According to [91] and using the CDF of ‖h(K)
1 ‖2 for the KBFC scheme, Cγr,[w]

can

be calculated as
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=
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Using [53, Eq. (3.383.10)], (A.8) can be rewritten as
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Calculation for Cγd,[w]

Letting Y = ‖h(K)
1 ‖2‖h(K)

2 ‖2, the PDF of Y for the KBFC scheme is given by

fY (y) =

+∞∫
0

1

x
f∥∥∥h(K)

2

∥∥∥2

(y
x

)
f∥∥∥h(K)

1

∥∥∥2(x)dx. (A.10)

Substituting the PDF of ‖h(K)
1 ‖2 and ‖h(K)

2 ‖2 for the KBFC scheme into (A.10),

and with the help of [53, Eq. (3.471.9)], we have

fY (y) =
L−K∑
n=0

∑
N1m1−1∑
i=0

p
(1)
i =K+n−1

2L!(−1)n

(K − 1)!(L−K)!Γ(N1m1)Γ(N2m2)

(
L−K
n

)

×
(

K + n− 1

p
(1)
0 , . . . , p

(1)
N1m1−1

)N1m1−1∏
i=0

(
1

i!

)p(1)
i

 m1m2

λ1λ2(K + n)N1m1+ω1−1

× z
N1m1+ω1+N2m2

2
−1KN1m1+ω1−N2m2

(
2
√
z
)
, (A.11)

where z = m2m1(K+n)y
λ1λ2

.

Then, Cγd,[w]
can be calculated as

Cγd,[w]
=

1

2

+∞∫
0

log2(1 + b[w]y)fY (y). (A.12)

Substituting (A.11) into (A.12) and expressing ln(1 + x) = G1,2
2,2

(
x
∣∣1,1
1,0

)
[96, Eq.

(07.34.03.0456.01)], we have

Cγd,[w]
=

1

ln(2)

L−K∑
n=0

∑
N1m1−1∑
i=0

p
(1)
i =K+n−1

L!(−1)n

(L−K)!(K − 1)!Γ(N1m1)Γ(N2m2)

× 1

(K + n)N1m1+ω1

(
L−K
n

)(
K + n− 1

p
(1)
0 , . . . , p

(1)
N1m1−1

)N1m1−1∏
i=0

(
1

i!

)p(1)
i


×

+∞∫
0

z
N1m1+ω1+N2m2

2
−1KN1m1+ω1−N2m2(2

√
z)G1,2

2,2

 b[w]λ1λ2

m1m2(K+n)
z

∣∣∣∣ 1, 1

1, 0

 dz. (A.13)
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The integration in (A.13) can be solved using [53, Eq. (7.821.3)]; thus, Cγd,[w]
can

be expressed as

Cγd,[w]
=

1

2 ln(2)

L−K∑
n=0

∑
N1m1−1∑
i=0

p
(1)
i =K+n−1

L!(−1)n

(K − 1)!(L−K)!Γ(N1m1)Γ(N2m2)

× 1

(K + n)N1m1+ω1

(
L−K
n

)(
K + n− 1

p
(1)
0 , . . . , p

(1)
N1m1−1

)N1m1−1∏
i=0

(
1

i!

)p(1)
i


×G1,4

4,2

 b[w]λ1λ2

m1m2(K+n)

∣∣∣∣ −N1m1 − ω1 + 1, −N2m2 + 1, 1, 1

1, 0

 . (A.14)

Calculation for Clow
γt,[w]

For the KBFC scheme, Clow
γt,[w]

can be determined by evaluating E{ln(γr,[w])} =

ln(a[w]) + A and E{ln(γd,[w])} = ln(b[w]) + A + D, where A = E{ln(‖h(K)
1 ‖2)} and

D = E{ln(‖h(K)
2 ‖2)}. Using the PDF of ‖h(K)

1 ‖2 and ‖h(K)
2 ‖2 for the KBFC scheme,

and with the help of [53, Eq. (4.352.1)], A is given by (2.26) and D is given by

D = ψ (N2m2)− ln

(
m2

λ2

)
. (A.15)

From (2.23), Clow
γt,[w]

can be calculated as

Clow
γt,[w]

=
1

2
log2

(
1 + e(ln(a[w])+A) + e

(
ln(b[w])+A+ψ(N2m2)−ln

(
m2
λ2

)))
. (A.16)

Substituting (A.9), (A.14), and (A.16) into (2.22), the analytical expression for

the ergodic capacity of the KBFC scheme can be obtained.

A.2.2 Ergodic capacity for the KBSC scheme

According to the similar steps as in Appendix A.2.1, and using the PDF and CDF

of ‖h(K)
1 ‖2 and ‖h(K)

2 ‖2 for the KBSC scheme given in Appendix A.1.2, the analytical
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expressions of Cγr,[w]
, Cγd,[w]

, and Clow
γt,[w]

for the KBSC scheme can be respectively

expressed as follows:

Cγr,[w]
=

1

2 ln 2

N1m1−1∑
i=0

1

i!

(
m1

a[w]λ1

)i
e

m1
a[w]λ1 Γ(i+ 1)Γ

(
−i, m1

a[w]λ1

)
, (A.17)

Cγd,[w]
=

1

2 ln 2

L−K∑
n=0

∑
N2m2−1∑
j=0

p
(2)
j =K+n−1

(−1)nL!

(L−K)!(K − 1)!Γ(N1m1)Γ(N2m2)

× 1

(K + n)N2m2+ω2

(
L−K
n

)(
K + n− 1

p
(2)
0 , . . . , p

(2)
N2m2−1

)N2m2−1∏
j=0

(
1

j!

)p(2)
j


×G1,4

4,2

 b[w]λ1λ2

m1m2(K+n)

∣∣∣∣ −N1m1 + 1, −N2m2 − ω2 + 1, 1, 1

1, 0

 , (A.18)

Clow
γt,[w]

=
1

2
log2

(
1 + e

(
ln(a[w])+ψ(N1m1)−ln

(
m1
λ1

))

+e

(
ln(b[w])+ψ(N1m1)−ln

(
m1
λ1

)
+B
))

, (A.19)

where B = E{ln(‖h(K)
1 ‖2)} given by (2.27).

Substituting (A.17), (A.18), and (A.19) into (2.22), the analytical expression for

the ergodic capacity of the KBSC scheme can be obtained.



Appendix B

Proofs in Chapter 3

B.1 Proof of Proposition 3.1

As shown (3.17), when a
w 6 0 (i.e., κ2

AF > 1
γ
), Pwout,low(γ) = 1; and when a

w > 0

(i.e. κ2
AF <

1
γ
), Pwout,low(γ) can be evaluated as

Pwout,low (γ) = 1−
+∞∫
0

(
1− F‖h2,b‖2

(
1

âwt

))
f‖h1,b‖2

(
t+

b
w

âw

)
dt, (B.1)

where t = x− bw

âw
.

B.1.1 Calculation of Pw,1out,low

In the PRS–1 scheme, the PDF of ‖h1,b‖2 and the CDF of ‖h2,b‖2 respectively

follow (3.4) and (3.3). Using (A.6), Pw,1out,low(γ) can be calculated as

140
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Pw,1out,low(γ) = 1−
N1−1∑
l=0

N2−1∑
j=0

K−1∑
u=0

∑
(p

(1)
0 +...+p

(1)
N1−1=u)

ω1∑
q=0

(−1)uKe
− (u+1)bw

λ1â
w

j!Γ (N1)λN1+ω1
1 (bwλ2)j

×
(
N1 − 1

l

)(
K − 1

u

)(
u

p
(1)
0 , . . . , p

(1)
N1−1

)(
ω1

q

)N1−1∏
i=0

(
1

i!

)p(1)
i


×
(
b
w

aw

)N1+j+ω1−l−q−1
+∞∫
0

tl+q−je
− 1
λ2â

wt
− (u+1)t

λ1 dt. (B.2)

Using [53, Eq. (3.471.9)], Pw,1out,low(γ) can be formulated as given in (3.18).

B.1.2 Calculation of Pw,2out,low

In the PRS–2 scheme, the PDF of ‖h1,b‖2 and the CDF of ‖h2,b‖2 respectively

follow (3.2) and (3.5). Following the same steps in Section B.1.1, we obtain (3.19).

B.2 Proof of Proposition 3.2

Because the calculation of the ergodic capacity involves solving the derivative

of Ξ (γ;αε, βε,w, υε, µε,w) with respect to γ. Using [53, Eq. (8.486.14)] and some

additional manipulations, we can obtain

d
dγ

Ξ(γ;αε, βε,w, υε, µε,w) = (αε−υε)µ̂ε,w
2

Ξ (γ;αε − 2, βε,w, υε, µε,w)

− µ̂ε,wΞ (γ;αε − 1, βε,w, υε − 1, µε,w) + ((αε − υε)κ2
AF − β̂ε,w)Ξ (γ;αε, βε,w, υε, µε,w)

− 2κ2
AFΞ (γ;αε + 1, βε,w, υε − 1, µε,w) +

((αε−υε)κ2
AF−4β̂ε,w)κ2

AF

2µ̂ε,w
Ξ (γ;αε + 2, βε,w, υε, µε,w)

− κ4
AF

µ̂ε,w
Ξ (γ;αε + 3, βε,w, υε − 1, µε,w)− β̂ε,wκ4

AF

µ̂2
ε,w

Ξ (γ;αε + 4, βε,w, υε, µε,w) . (B.3)

Substituting (B.3) into Υ (αε, βε,w, υε, µε,w), Lemma 3.2 can be proved.



Appendix C

Proofs in Chapter 4

C.1 Proof of Proposition 4.1

Let x1, . . . , xN be N exponential RVs with a rate parameter λ. The PDF, f(x;λ),

and CDF, F (x;λ), of xn, 1 6 n 6 N, are respectively given by (1.2) and (1.3). The

CDFs of Y = max{x1, . . . , xN} and Z =
∑N

n=1 xn are respectively given by

FY (x;λ,N) = F (x;λ)N = 1 +
N∑
n=1

(
N

n

)
(−1)ne−nλx, (C.1)

FZ (x;λ,N) = 1− e−λx
N−1∑
n=0

(λx)n

n!
. (C.2)

Next, we rewrite (4.12) as

SOP = 1−
+∞∫
x̄1

(
1− FX1

(
β−1

ζ(1−θ)ρsΞ(x;β)
;λ1, N

))
fX2 (x;λ2) dx. (C.3)

where FX1 (x;λ1, N) and fX2 (x;λ2) are the CDF of X1 and the PDF of X2, respec-

tively.
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C.1.1 Calculation for SOPRAS

Replacing FX1 (x;λ1, N) and fX2 (x;λ2) in (C.3) with F (x;λ1) and f (x;λ2), re-

spectively, we obtain (4.13).

C.1.2 Calculation for SOPTAS

Replacing FX1 (x;λ1, N) and fX2 (x;λ2) in (C.3) with FY (x;λ1, N) and f (x;λ2),

respectively, we obtain (4.14).

C.1.3 Calculation for SOPMRT

Replacing FX1 (x;λ1, N) and fX2 (x;λ2) in (C.3) with FZ (x;λ1, N) and f (x;λ2),

respectively, we obtain (4.15).

Finally, Proposition 4.1 is proved.

C.2 Proof of Proposition 4.2

C.2.1 Calculation for case of perfect CSI (ζ = 1)

In this case, we have µ = 1,Ξ (x; β) ≈ x
x+κ

, and x̄1 ≈
√

β
ηθρd

. Therefore, (4.12)

can be approximated as

SOP = 1− Pr (X1 > x̄3|X2 > x̄1) ≈ FX2 (x̄1;λ2) , (C.4)

where x̄3 = (β−1)
(1−θ)ρs

(
1 + κ

X2

)
, and the approximation in (C.4) is obtained due to the

fact that lim
(ρs,ρd)→(∞,∞)

x̄3

x̄1
= 0.
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Using the series representation of the exponential function given in [53, Eq. (1.211.1)],

we can prove (4.16).

C.2.2 Calculation for case of perfect CSI (0 < ζ < 1)

In this case, we have µ ≈ µ0 := (1− ζ) (1− θ) ρs
λ1

and Ξ (x; β) ≈ 1
µ
− β

(1−θ)ρdX2+µ
.

Therefore, Ξ (x; β)−1 can be approximated by

1

Ξ (x; β)
≈ µ

(
1 +

(1− ζ)ωβ

λ1 (X2 − x̄2)

)
. (C.5)

Then, the asymptotic functions for the SOP are calculated by

SOP∞ = 1− Pr
(
X1 >

x̄2

ωζ

(
1 + (1−ζ)ωβ

λ1(X2−x̄2)

)
|X2 > x̄2

)
= 1−

∞∫
x̄2

(
1− FX1

(
x̄2

ωζ

(
1 + (1−ζ)ωβ

λ1(x−x̄2)

)
;λ1, N

))
fX2 (x;λ2) dx. (C.6)

Let us define t = x− x̄2, (C.6) can be rewritten as

SOP∞ = 1−
∞∫

0

(
1− FX1

(
x̄2

ωζ

(
1 + (1−ζ)ωβ

λ1t

)
;λ1, N

))
fX2 (t+ x̄2;λ2) dt. (C.7)

Calculation for SOP∞RAS

Replacing FX1 (x;λ1, N) and fX2 (x;λ2) in (C.7) with F (x;λ1) and f (x;λ2), re-

spectively, we have

SOP∞ = 1− λ2e
−λ1x̄2

ωζ
−λ2x̄2

∞∫
0

e−
x̄2(1−ζ)β

ζt
−λ2tdt. (C.8)

With the help of [53, Eq. (3.471.9)], (C.8) can be expressed as (4.17).
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Calculation for SOP∞TAS

Replacing FX1 (x;λ1, N) and fX2 (x;λ2) in (C.7) with FY (x;λ1, N) and f (x;λ2),

respectively, and using the same step in the calculation for SOP∞RAS, we obtain (4.18).

Calculation for SOP∞MRT

Replacing FX1 (x;λ1, N) and fX2 (x;λ2) in (C.7) with FZ (x;λ1, N) and f (x;λ2),

respectively, and using the same step in the calculation for SOP∞RAS, we obtain (4.19).

Finally, Proposition 4.2 is proved.

C.3 Proof of Proposition 4.3

C.3.1 Calculation for the RAS scheme

Using the PDFs of X1 and X2 for the RAS scheme given by f (x;λ1) and f (x;λ2),

respectively, and [53, Eq.(4.352.1)], J1 and J2 for the RAS scheme are calculated as

J RAS
1 = Ψ (1)− ln (λ1) , (C.9)

J RAS
2 = Ψ (1)− ln (λ2) (C.10)

Moreover, using the PDFs of X2 and [53, Eq.(4.337.1)], J3 for the RAS scheme is

calculated as

J RAS
3 = ln (κ)− e

λ2κ
µ Ei

(
−λ2κ

µ

)
. (C.11)

Substituting (C.9), (C.10) and (C.11) into (4.22) yields (4.23).
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C.3.2 Calculation for the TAS scheme

According to [94], the PDF of Y defined in Appendix A is given by

fY (x;λ,N) = Nf (x;λ)F (x;λ)N−1. (C.12)

Using the PDF ofX1 for the TAS scheme given by fY (x;λ1, N) and [53, Eq.(4.352.1)],

J1 for the TAS scheme is calculated as

J TAS
1 = N

N−1∑
n=0

(
N − 1

n

)
(−1)n

n+ 1
(Ψ (1)− ln ((n+ 1)λ1)) . (C.13)

Using the fact that N
N−1∑
n=0

(
N−1
n

) (−1)n

(n+1)
= 1, we can rewrite (C.13) as

J TAS
1 = Ψ (1)−N

N−1∑
n=0

(
N − 1

n

)
(−1)n

n+ 1
ln ((n+ 1)λ1) . (C.14)

Because J2 and J3 for the TAS scheme are the same as for the RAS scheme, (4.24)

is obtained by substituting (C.10), (C.11), and (C.14) into (4.22).

C.3.3 Calculation for the MRT scheme

The PDF of Z is given by

fZ (x;λ,N) =
λNxN−1

Γ (N)
e−λx. (C.15)

Using the PDF ofX1 for the MRT scheme given by fZ (x;λ1, N) and [53, Eq.(4.352.1)],

J1 for the MRT scheme is calculated as

JMRT
1 = ψ (N)− ln (λ1) . (C.16)

Because J2 and J3 for the MRT scheme are the same as for the RAS scheme,

(4.25) is obtained by substituting (C.10), (C.11), and (C.16) into (4.22).
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C.4 Proof of Proposition 4.4

From (4.7), the PDF of γr is calculated as

Fγr (γ) = Pr (γr < γ) =

∞∫
0

FX1

(
γ((1−θ)ρdx+µ)

ζ(1−θ)ρs ;λ1, N
)
fX2 (x;λ2) dx. (C.17)

C.4.1 Calculation for the RAS scheme

Replacing FX1 (x;λ1, N) and fX2 (x;λ2) in (C.17) with F (x;λ1) and f (x;λ2),

respectively, (C.17) can be expressed as

Fγr (γ) = 1−
(
λ1γ

λ2ζω
+ 1

)−1

e−
λ1γµ

ζ(1−θ)ρs . (C.18)

Substituting (C.17) into (4.26), we have the following:

C̄r =
1

ln (2)

∞∫
0

(
λ1γ
λ2ζω

+ 1
)−1

(1 + γ)−1 e−
λ1γµ

ζ(1−θ)ρs dγ. (C.19)

In the case of λ1 6= λ2ζω,
(
λ1γ
λ2ζω

+ 1
)−1

(1 + γ)−1 can be expressed as
(

1− λ1

λ2ζω

)−1

×(
(γ + 1)−1 −

(
γ + λ2ζω

λ1

)−1
)

. Then, using [53, Eq.(3.383.10)], we obtain (4.27). In

the case of λ1 = λ2ζω, we obtain (4.28) with the help of [53, Eq. (3.353.2)].

C.4.2 Calculation for the TAS scheme

The result for the TAS scheme can be obtained by replacing FX1 (x;λ1, N) and

fX2 (x;λ2) in (C.17) with FY (x;λ1, N) and f (x;λ2), respectively, and using the same

step as in Appendix C.4.1.
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C.4.3 Calculation for the MRT scheme

Replacing FX1 (x;λ1, N) and fX2 (x;λ2) in (C.17) with FZ (x;λ1, N) and f (x;λ2),

respectively, and using [53, Eq.(8.350.2)], (C.17) can be expressed as

Fγr (γ) =1− λ2e
− λ1µγ
ζ(1−θ)ρs

N−1∑
n=0

1

n!

(
λ1γ

ζω

)n
×

n∑
k=0

(
n

k

)(
µ

(1− θ) ρd

)n−k
Γ (k + 1)(
λ1γ
ζω

+ λ2

)k+1
. (C.20)

Substituting (C.20) into (4.26), we have the following:

C̄r =
λ2

ln (2)

N−1∑
n=0

1

n!

(
λ1

ζω

)n n∑
k=0

(
n

k

)(
µ

(1− θ) ρd

)n−k

× Γ (k + 1)

∞∫
0

γnI (γ) e−
λ1µγ

ζ(1−θ)ρs dγ, (C.21)

where I (γ) = (1 + γ)−1
(
λ1

ζω
γ + λ2

)−k−1

.

In the case of λ1 6= λ2ζω, I (γ) can be decomposed using partial fraction decom-

position as follows.

I (γ) =
A0

(1 + γ)
+

k+1∑
i=1

Ai(
λ1

ζω
γ + λ2

)i . (C.22)

Substituting (C.22) into (C.21) and using [53, Eq.(3.383.10) and Eq.(9.211.4)], we

obtain (4.31).

In the case of λ1 = λ2ζω, I (γ) =
(
ζω
λ1

)k+1

(γ + 1)−k−2. Then, with the help

of [53, Eq. (9.211.4)], we obtain (4.32).
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Proofs in Chapter 5

D.1 Proof of Proposition 5.1

We first study the CDF and PDF of γe. The CDF of γe can be computed as

Fγe (y) = Pr

(
ρsY1

ρdY2 + 1
< y

)
=

+∞∫
0

FY1

(
y (ρdy2 + 1)

ρs

)
fY2 (y2) dy2. (D.1)

Using the PDF and CDF of the exponential distribution, (D.1) is expressed as

Fγe (y) = 1− 1

βY
(
y + β−1

Y

)e− yλy1ρs . (D.2)

Then, the PDF of γe can be formulated as

fγe (y) =

(
λY2

ρd
(
y + β−1

Y

) +
1

βY
(
y + β−1

Y

)2

)
e−

yλY1
ρs . (D.3)
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Next, we rewrite (5.12) as

Psec,2 =

+∞∫
x̄1

fX2 (x2)

+∞∫
Ξ2(x2)

fγe (y)

βy+β−1
(1−θ)ρs

(
1+ κ

x2

)∫
β−1

(1−θ)ρsΞ1(x2)

fX1 (x1)dx1dx2dy

=

+∞∫
x̄1

fX2 (x2)e
−

λX1
(β−1)

(1−θ)ρsΞ1(x2)dx2

+∞∫
Ξ2(x2)

fγe (y)dy

︸ ︷︷ ︸
Psec,2,1

−
+∞∫
x̄1

fX2 (x2)

+∞∫
Ξ2(x2)

fγe (y)e
−λX1

β(y+1)−1
(1−θ)ρs

(
1+ κ

x2

)
dydx2

︸ ︷︷ ︸
Psec,2,2

. (D.4)

Substituting the PDF of γe into Psec,2,2, while letting u = y−Ξ2(x2) and using [53,

Eq. (3.352.4) and Eq. (3.353.3)], Psec,2,2 can be calculated as

Psec,2,2 =

+∞∫
x̄1

fX2 (x2)
1

βY Ξ2 (x) + 1
e
−

λX1
(β−1)

(1−θ)ρsΞ1(x)
−
λY1

Ξ2(x)

ρs dx2

+

+∞∫
x̄1

fX2 (x2)
βλX1

βY (1− θ) ρs

(
1 +

κ

x

)
e
λY1
βY ρs

+
λX1

(1−θ)ρs

(
β
βY
−β+1

)
(1+κ

x)

× Ei
(
−βY Ξ2 (x) + 1

βY ρs

(
λY1 +

βλX1

(1− θ)

(
1 +

κ

x

)))
dx2. (D.5)

We use the relation β−1
Ξ1(x)

=
(
1 + κ

x

)
(βΞ2 (x) + β − 1) to simplify the first element

of (D.5). After some manipulation, we can show that the first element of (D.5) is

equal to Psec,2,1. Finally, Psec,2 can be formulated as shown in (5.13).

D.2 Proof of Proposition 5.2

In the high-power scenario, i.e., (Ps, Pd)→ (∞,∞), we have the following approx-

imations: x̄1 ≈ x̄0, x̄2 ≈ x̄0,Ξ1 (x) ≈ x
x+κ

and lim
(Ps,Pd)→(∞,∞)

x̄0 → 0+.
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D.2.1 High–power approximation for Psec,1

Psec,1 can be approximated as

Psec,1,HP ≈ Pr (X2 < x̄0) + Pr

(
X1 <

β − 1

(1− θ) ρs

(
1 +

κ

X2

)
|X2 > x̄0

)

≈ 1− e−λX2
x̄0 +

+∞∫
x̄0

γ

(
1,
λX1 (β − 1)

(1− θ) ρs

(
1 +

κ

X2

))
λX2e

−λX2
x2dx2. (D.6)

By substituting the asymptotic expansion of the incomplete gamma function [53,

Eq. (8.354.2)] and neglecting the higher–order terms, (D.6) can approximated as

Psec,1,HP ≈ 1− e−λX2
x̄0 +

+∞∫
x̄0

λX1 (β − 1)

(1− θ) ρs

(
1 +

κ

X2

)
λX2e

−λX2
x2dx2. (D.7)

With the help of [53, Eq. (3.351.5)], (D.7) can be calculated as

Psec,1,HP ≈ 1 +

(
λX1 (β − 1)

(1− θ) ρs
− 1

)
e−λX2

x̄0 − λX1λX2 (β − 1)κ

(1− θ) ρs
Ei (−λX2x̄0) . (D.8)

D.2.2 High–power approximation for Psec,2

Using (D.4), Psec,2 can be approximated as

Psec,2,HP ≈
+∞∫
x̄0

fX2 (x2)

+∞∫
0

fγe (y)

βy+β−1
(1−θ)ρs

(
1+ κ

x2

)∫
β−1

(1−θ)ρs

(
1+ κ

x2

) fX1 (x1)dx1dx2dy

≈
+∞∫
x̄0

fX2 (x2) e
−λX1

β−1
(1−θ)ρs

(
1+ κ

x2

) +∞∫
0

fγe (y)

(
1− e−

λX1
βy

(1−θ)ρs

(
1+ κ

x2

))
dydx2. (D.9)

Substituting (D.3) into (D.9) and applying [53, Eq. (3.352.4), Eq. (3.353.3) and
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Eq. (8.214.1)], (D.9) can be approximated as

Psec,2,HP ≈
−βλX1λX2

(1− θ) ρsβY
e

λY1
ρsβY

+ 1
(1−θ)ρs

(
βλX1
βY
−λX1

(β−1)

) +∞∫
x̄0

(
1 +

κ

x2

)

× e−λX2
x2 ln

− λY1

ρsβY
− βλX1

(1− θ) ρsβY︸ ︷︷ ︸
I1

− βλX1κ

(1− θ) ρsβY x2︸ ︷︷ ︸
I2

 dx2. (D.10)

Because function inside the integral in (D.10) reaches very high values at low x2

values, the approximation of Psec,2,HP is studied at low x2 values. Using L’Hospital’s

Rule, it is easy to show that I2 is dominant over I1 as x2 → x̄0. Then, applying [53, Eq.

(4.337.1) and Eq. (3.351.5)] to (D.10) yields

Psec,2,HP ≈
ln (ρsx̄0) e−λX2

x̄0 − Ei (−λX2x̄0)

λX2

− κ ln (ρs)Ei (−λX2x̄0)

+ κ

+∞∫
x̄0

1

x2

e−λX2
x2 ln (x2) dx2. (D.11)

With the help of Mathematica, (D.11) can rewritten as

Psec,2,HP ≈
e−λX2

x̄0 ln (ρsx̄0)− Ei (−λX2x̄0)

λX2

− κ ln (ρsx̄0)Ei (−λX2x̄0)

+ κG3,0
2,3

(
λX2x̄0|1,10,0,0

)
. (D.12)

Using (D.8) and (D.12), we can prove Proposition 5.2.
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D.3 Proof of Proposition 5.3

Using Jensen’s inequality for the convex function f(x) = log2(1 + ex), Cerg
d can be

approximated as

Cerg
d = E

{
log2

(
1 + eln (γd)

)}
≈ log2

(
1 + eE{ln(γd)})

≈ log2

(
1 + eln((1−θ)ρs)+E{ln(X1)}+E{ln(X2)}−E{ln(X2+κ)}) . (D.13)

With the help of [53, Eq.(4.352.1)], E {ln (X1)} and E {ln (X2)} is calculated as

E {ln (X1)} = ψ (1)− ln (λX1) (D.14)

E {ln (X2)} = ψ (1)− ln (λX2) . (D.15)

With the help of [53, Eq. (4.337.1)], E {ln (X2 + κ)} is calculated as

E {ln (X2 + κ)} = ln (κ)− eλX2
κEi (−λX2κ) . (D.16)

Substituting (D.14), (D.15), and (D.16) into (D.13) yields the desired result.



Appendix E

Proofs in Chapter 6

E.1 Proof of Proposition 6.1

The secrecy outage probability in (15) can be rewritten as

Pout,low = 1− Pr (aXΞ(Y ; γth) > γth − 1) . (E.1)

Because Ξ(Y ; γth) > 0 if and only if y1 6 Y <∞, we can rewrite (E.1) as

Pout,low = 1−
∞∫
y1

(
1− FX

(
γth − 1

aΞ(y; γth)

))
fY (y) dy. (E.2)

E.1.1 Calculation for PKBFC
out,low

Substituting FX(x) and fY (y) for the KBFC scheme in to (E.2), and using [53, Eq.

(8.356.3)], PKBFC
out,low can be expressed as

154
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PKBFC
out,low =1 +

K−1∑
k=0

L−k∑
n=0

k+n6=0

(
L

k

)(
L− k
n

)
(−1)nmN2m2

2

Γ (N2m2)λN2m2
2

×
∞∫
y1

yN2m2−1

(
1

Γ (N1m1)
Γ

(
N1m1,

m1 (γth − 1)

λ1aΞ (y; γth)

))k+n

e
−m2y

λ2 dy. (E.3)

Expressing Γ(α, x) as [53, Eq. (8.352.7)] and using the multinomial theorem [97,

Eq. (26.4.9)] given by

(x1 + . . .+ xn)u =
∑
‖p‖1=u

(
u

p

)
xp1

1 . . . xpnn , (E.4)

PKBFC
out,low can be expressed as in (16).

E.1.2 Calculation for PKBSC
out,low

Using FX(x) and fY (y) for the KBSC scheme, the expression for PKBSC
out,low can be

achieved using similar calculation steps for PKBFC
out,low.

E.2 Proof of Proposition 6.2

Because the exact analysis for (19) appears to be difficult, the high-power SOP

is approached using the asymptotic formulas of FX (x;m,λ) and FX (K) (x;m,λ) as

x → 0+. Using the series representation of the incomplete gamma function [53, Eq.

(8.354.1)] and the fact that lim
x→0+

Γ (α, x) = Γ (α), we yield the following asymptotic

formulas:

lim
x→0+

FX (x;m,λ) =
1

m!

(x
λ

)m
(E.5)

lim
x→0+

FX (K) (x;m,λ) =

(
L

K − 1

)(
1

m!

(x
λ

)m)L−K−1

(E.6)
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E.2.1 Calculation for PKBFC
out,HPL

Because lim
b→∞

y0 = lim
(a,b)→(∞,∞)

x0 = 0, J1 in (19) can be approximated using the

asymptotic formula of FY (y) for the KBFC scheme as follows.

J1 ≈
1

(N2m2)!

(
m2y0

λ2

)N2m2

. (E.7)

Using fY (y) and the asymptotic formula of FX(x) for the KBFC scheme, J2 in

(19) can be approximated by

J2 ≈
(

L

K − 1

)
(µ1y

2
0)N1m1(L−K+1)

Γ (N2m2) Γ(N1m1 + 1)L−K+1

N1m1(L−K+1)∑
n=0

(
N1m1(L−K + 1)

n

)
×
(
m2c

λ2

)n
(1 (n < N2m2)J2,a + 1 (n > N2m2)J2,a) , (E.8)

where J2,a =
∞∫

m2y0/λ2

zN2m2−n−1
1 e−z1dz1 and z1 = m2y

λ2
. It can be seen that in the case

of n < N2m2, we have

lim
y0→0+

J2,a = Γ (N2m2 − n) , (E.9)

and in the case of n > N2m2, J2,a can be solved with help from [53, Eq. (3.351.4)] as

follows.

J2,a =
(−1)n−N2m2+1

(n−N2m2)!
Ei

(
−m2y0

λ2

)
+ e

−m2y0
λ2

×
n−N2m2−1∑

u=0

(−1)u (n−N2m2 − u− 1)!

(n−N2m2)!

(
λ2

m2y0

)n−N2m2−u

. (E.10)

Using (E.7), (E.9) and (E.10), PKBFC
out,HPL can be expressed as in (6.19).

E.2.2 Calculation for PKBSC
out,HPL

Using the asymptotic formula of FY (x) and FX(x) for the KBSC scheme, and

follows the same steps of E.2.1, PKBSC
out,HPL can be expressed as in (6.20).
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E.3 Proof of Proposition 6.3

We can calculate Cerg,r as

Cerg,r =
1

ln (2)

+∞∫
0

1− Fγr (γ)

1 + γ
dγ, (E.11)

where Fγr(γ) is the CDF of γr. From (6), Fγr(γ) can be calculated as

Fγr (γ) = Pr

(
aX

bY + 1
< γ

)
=

+∞∫
0

FX

(
γ (by + 1)

a

)
fY (y) dy (E.12)

Because Cerg,d does not admit closed form expressions, Cerg,d can be evaluated by

its lower bound obtaining by using Jensen’s inequality for a convex function f(x) =

ln(1 + eln(x)) as follows.

Cerg,d,low = log2

(
1 + eE{ln(γd)}) , (E.13)

From (9), (E.13) can be rewritten as

Cerg,d,low = log2

(
1 + eln(a)+J3+J4−J5

)
, (E.14)

where J3 = E {ln (X)} ,J4 = E {ln (Y )} and J5 = ln(c) + E
{

ln
(
Y
c

+ 1
)}

.

E.3.1 calculation for FKBFC
γr

(γ)

Substituting FX (x) and fY (y) for the KBFC scheme into (E.12), we have

Fγr (γ) =

+∞∫
0

FX (K)

(
γ (by + 1)

a
;N1m1,

λ1

m1

)
fX

(
y;N2m2,

λ2

m2

)
dy. (E.15)

Using (1), (12), (E.4) and [53, Eq. (3.351.3)], (E.15) can be rewritten as

Fγr(γ) =
K−1∑
k=0

L−k∑
n=0

∑
‖p(1)‖

1
=k+n

ω1∑
u=0

I1

(
k, n,p(1), u

) γω1

(γ + µ3)N2m2+u
e
−m1(k+n)γ

aλ1 . (E.16)
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E.3.2 Calculation for CKBFC
erg,r

Substituting (E.16) into (E.11), CKBFC
erg,r can be calculated as

CKBFC
erg,r = −

K−1∑
k=0

L−k∑
n=0

k+n6=0

∑
‖p(1)‖

1
=k+n

ω1∑
u=0

I1(k,n,p(1),u)
ln(2)

+∞∫
0

γω1J6 (γ)e
−m1(k+n)γ

aλ1 dγ, (E.17)

where J6 (γ) = (1 + γ)−1(γ + µ3)−N2m2−u.

Using the partial fraction expansion for J6(γ), we have J6 (γ) = A0

(γ+1)
+
N2m2+u∑
j=1

Aj
(γ+µ3)j

;

then, applying [53, Eq. (3.383.10) and Eq. (9.211.4)] on (E.17), CKBFC
erg,r can be ex-

pressed as in (6.25).

E.3.3 Calculation for CKBFC
erg,d

Using fX(x) for the KBFC scheme, (E.4) and [53, Eq. (4.352.1)], J3 can be

calculated as in (6.26).

Similarly, J4 for the KBFC scheme can be calculated as J4,a given as (6.27).

Using fY (y) for the KBFC scheme, J5 can be calculated as

J5,a = ln(c) +
1

Γ (N2m2)

+∞∫
0

ln

(
λ2

cm2

z2 + 1

)
zN2m2−1

2 e−z2dz2. (E.18)

where z2 = m2y/λ2. With the help of [53, Eq. (4.337.5)], (E.18) can be rewritten as

in (6.28).

Finally, CKBFC
erg,d can be bounded below as

CKBFC
erg,d,low = log2

(
1 + eln(a)+J3,a+J4,a−J5,a

)
, (E.19)

To this end, substituting (6.25) and (E.19) into (24), we can obtain the desired

result.
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