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Abstract 

The success of the manufacturing process, which involves grinding as one of the stages, 

depends solely on the accuracy of the grinding process. The requirement of the desired surface 

finish at the last stage of the manufacturing makes it the most crucial stage and prone to quality 

defects, as this process is mainly done to provide the desired surface finish with very high 

precision.  Complexity and importance make the real-time monitoring and control of the 

grinding process an essential topic for researchers. Quality defects ruin all previous 

manufacturing stages and incur a substantial economic loss due to product rejection. The 

presented thesis aims to develop and implement a monitoring system supplemented by an 

intelligent decision-making system for the detection and compensation of process failures. 

Conventionally, the quality of the products depends on the machine behavior and 

skill, who changes the process parameters from his own experience and expertise.  

Monitoring the grinding process has caught the attention of many researchers, but most 

of the systems are focused on grinding wheel and other machine component conditions. 

Machine vision, optical sensors, and AI-based process diagnostic tools generally focus on the 

detection of failure. Over time various models have been proposed to control grinding tasks. 

However, they are limited only to optimizing the partial aspects of the grinding process. Hence 

they are able to reach only level three of the diagnostic and control automation. In this thesis, 

a vibration sensor-based monitoring system and AI-based decision-making system for the 

grinding process control are introduced. The in-process signals coming from the installed 

sensors are used for data collection, failure detection, and making intelligent decisions in 

autonomous way. Four significant essential process parameters were investigated: grinding 

wheel RPM, workpiece RPM, wheel entry speed, and coolant flow rate. AI model with 

supervised learning was used to understand their relationship with the real-time vibration signal 
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coming from the sensors. The model after training and validation was used to make the 

decisions for the change in the process parameters. The control actions obtained from the AI 

system are delivered to the machine controller. Software, as well as hardware modules of the 

developed system, is explained in detail. The functionality of the developed system is also 

demonstrated through its application into the grinding process of the brake disc. The developed 

system is installed as an independent software at the industrial PC that can function without 

any additional CAE or programming tools. The system is a significant contribution towards 

industry 4. 0 and making the manufacturing facilities autonomous. It has improved the overall 

productivity of brake disc manufacturing by reducing the occurrence of the quality failure 

instances and decreasing the dependencies on the operators for the know-how of the process. 

This thesis will introduce related literature, followed by the research methodologies 

involved in the presented piece of research. The influence of critical process parameters on the 

grinding process is explained. Development of the vibration sensor-based monitoring system 

follows it. Subsequent sections are developing an intelligent decision-making system, its 

training, deployment, and implementation at the factory. The final part presents the benefits of 

this system to the manufacturers. 
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Chapter 1  

1.1.  

The grinding process is one of the most widely used machining processes to 

manufacture parts with very high precision. It is a precision operation that uses a higher-speed 

abrasive grinding wheel to remove softer material, as shown in Figure 1.1. Today it accounts 

for more than 70% of the total precision machining industry [1 4]. Its wide presence can be 

seen in all industries, whether automotive, aerospace, marine, medical, or the semiconductor 

industry [5]. Being the last stage of the manufacturing process, it is of utmost importance. The 

occurrence of any defect or anomaly in it will affect the quality and performance of the end 

product and ruin all the previous stages and efforts in the manufacturing of the product.  

 

 

Figure 1.1. Typical grinding process [6].  

The process of grinding has been in use since the medieval days. However, for the task 

of quality check, failure detection, and control actions, there is still a reliance on the 

skill and knowledge [7]. Until recently, the standard view among many grinding companies 

has been that the technology is close to its peak and that there is little scope for new or 
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significant technical development [8].  Several researchers have indicated that the failures like 

burn marks, white chatter layer, and residual stress frequently occur [9]. Quality failures during 

grinding lead to scrap production that results in a significant economic loss. Rejection costs for 

a finish-machine gearwheel with a grinding burn can rise to the order of 10,000 euros each as 

it has been observed that 20-25% of the total cost towards any machining job comes from 

grinding processes [10]. The conventional approach to dealing with these issues consumes a 

lot of time and resources. There is a severe need and scope for developing a monitoring and 

control system for these quality failures. The monitoring of the continuous interaction between 

the grinding wheel and the workpiece can give important information about the quality failures 

[11]. Reducing costs by reducing the rejection rate by only 5-10 pieces per year already 

amortizes costs for data-acquisition hardware for the online process monitoring.  

Knowing its importance, researchers have always focused on the know-how of the 

grinding process. However, monitoring and control of the grinding process is not an easy task. 

There are certain limitations due to the complexity of the process. Sensor-assisted monitoring 

combined with an intelligent decision-making system can play a remarkable role in this regard. 

It has been pointed out that process is the most important among the several quality affecting 

elements [12]. So, online monitoring of the process parameters and the grinding quality 

indicators is the need of the hour. There have been many attempts in this regard, but they have 

been either failure detection using sensors or just the monitoring grinding wheel degradation. 

Several process parameter optimization techniques have also been used, but they are limited to 

being applied only in offline mode or in the planning of the process [13].  

 

Therefore, this thesis is oriented towards monitoring the grinding process parameters 

and vibration and a control system to make changes in the process parameters. In the first 

section, this thesis gives information about state-of-the-art approaches relating to the sensor-
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based process monitoring and optimization methods of the process parameters and control 

systems available. Later the relationship between process parameters and vibration feature will 

be determined using AI and training model. The final section will present the decision-making 

system and its validation through the implementation.  

1.2.  

 

In the past, many studies have introduced a force sensor, acoustic sensor, and pressure 

sensor for monitoring [14]. It was reported that the grinding of thin-walled and honeycombed 

structured components made up of Hastelloy, undesired burrs are often created: subsequent 

deburring increases overall manufacturing process time and cost. Subsequent deburring 

process, like manual deburring with a high-pressure water jet, is required. An electroplated 

Cubic Boron Nitride (CBN)wheel with a miniature concave and convex surface was developed 

to develop a high-speed grinding process and grinding strategies to reduce the burr [15 19]. 

The Design of Experiments (DOE) process parameter was optimized to reduce the occurrence 

of failures. Monitoring the machining process parameters with a variety of sensors represents 

a prime setup for reducing poor quality. It hence reduces the cost [11]. The study has researched 

to correlate the quality of the machined surface after broaching and the output signals obtained 

from multiple sensors, namely acoustic emission, vibration, and cutting forces. The obtained 

results indicate that the cutting force signals are sensitive enough to detect the geometrical 

deviation of the machined profile, burr formation, and to a lesser extent of chatter marks. Time 

and frequency domain analysis of the output signals can play a crucial role in developing 

appropriate techniques for qualitative and quantitative evaluation of the machined surface 

quality. Many research efforts have contributed to monitoring tool conditions of machining 

processes such as turning, milling, drilling, and broaching [20 28]. The authors give a detailed 
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review of the measurement approaches and sensors for the grinding wheel monitoring [29,30]. 

A summary of the grinding wheel condition monitoring studies is given in Table 1.1. Although 

the sensor-based monitoring systems are expensive and limited in implementation, the 

monitoring of the grinding process with the use of power sensors has also been explored by 

researchers. Grinding power is recognized as an important indicator for monitoring. The 

analysis of the grinding process is complicated because the grinding material removing process 

is full of complexity. No theoretical model can be used to thoroughly explain the grinding 

process mechanisms nor reveal the correlation between process parameters and the outcome. 

Works of literature like [31 35] have successfully used a power sensor to characterize the 

grinding process and the tool performance. Several grinding machine manufacturing 

companies like Micromatic Inc, India, and others have developed their own power monitoring 

devices. However, the use of power sensors for monitoring has limitations of only comparing 

the different power characteristics at different stages of the grinding. The worn-out grits 

influence the surface finish of the part, necessitating timely dressing. Conventionally the 

dressing interval is decided either based on the wheel life end criteria. 

Authors in [36] have used a combination of Hall effect sensor, dynamometer, and 

Camera for the grinding wheel redress life estimation. A time-series auto-regressive moving 

average (ARMA) predictive model was developed to estimate the grinding wheel redress life 

using the selected root mean square (RMS) feature on a current signal. The developed android 

application enabled the user to visualize the dressing time based on the RMS value of the 

spindle motor current signal. It has allowed the operators and machines with sensors to 

communicate and facilitate real-time traceability, visibility, and control over the dressing 

action to perform automatic dressing before the wheel reaches its end of life [37 40]. The catch 

is that they have used it for an elementary part grinding, and the test setup allowed the assembly 

of such a system. To implement them, the grinding process must be disturbed. Several non-
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destructive testing (NDT) methods have been so far proposed for the in-process monitoring of 

grinding burn, such as direct temperature measurement of the grinding chips [41 43]. Andreas 

et al. used an optical sensor and miniaturized eddy current sensor for the non-destructive 

detection of grinding burns [44]. 

Table 1.1. Summary of grinding wheel condition monitoring studies [30] 

  
 

 
 

 
 

 
 

 
    

 
 

 
 

 
 

 
 

 

 
 

   
 

 
 

 
  

  
  

 

  
 

 
 

 
 

 
 

 
 

 

  
  

 

 

Since the wear of a grinding wheel directly affects the workpiece vibration, both affect 

the workpiece quality. Vibration during the cutting phase can be used to monitor the wheel 

condition. In the monitoring of the grinding process, the automatic detection of surface defects 

is essential. However, the introduced methods are unable to recognize such failures [45,46]. 

Several investigations have been carried out to relate the vibration characteristics to the failure's 
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exact process behavior and occurrence. Other sensor-based monitoring has its limitations, but 

the vibration is produced by cyclic variations in the dynamic components of the grinding 

machine. Damage control due to process failure is of great importance. However, the above-

presented methods have mainly focused on wheel conditions, assuming that the grinding wheel 

condition affects the product quality most. 

 Three primary goals of any monitoring system are process monitoring, failure 

detection, and information sharing to optimize the process [47]. For this purpose, Rodolpho et 

al. performed the tests on a surface grinding machine, workpiece SAE 1020, and aluminum 

oxide grinding wheel as the other components. Frequency spectra analysis of obtained signals 

characterized the phenomenon of burn [48 54]. The ANN model classified the condition of the 

part as usual and abnormal. Further research is required to monitor the grinding process and 

failures that occurred during the processing of the work pieces.  

 

With success made in the field of computation power and machine learning, research 

works have been done to predict the failures during the grinding process. These findings have 

helped the manufacturers to plan their production setup in a more effective way. Christian et 

al. Used a machine learning neural network approach to predict grinding burn based on the 

process parameters to prevent damage [42]. A small dataset of 21 samples was gathered at a 

specific machine, constantly grinding the same element type with different process parameters, 

indicating the severity of the grinding burn. As a result of training, the model can predict the 

severity of grinding burn in multiclass classification, and it turned out that even with little data, 

the model performed well. In Neto et al., acoustic emission and vibration sensors were used to 

monitor grinding burn in surface grinding [55]. They trained different models with different 

frequency bands. It turned out that the best model had two frequency bands for acoustic 

emission and two frequency bands for vibration signals as input. The work pieces were roughly 
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analyzed through visual inspection, surface roughness and hardness measurements, and 

metallographic analyses. The root mean square values filtered in the selected bands for both 

sensors better fit the linear regression, which is highly desirable for setting a threshold to detect 

burn and implementing it into a monitoring system. 

One of the most critical problems in the grinding process is the automatic detection of 

surface burn in the parts. The burn occurs during the cutting of the part by the grinding wheel 

when the amount of energy generated in the contact area produces an increase of temperature 

enough to produce a change of phase in the material. In general, such occurrence can visually 

be observed by the bluish temper color on the part surface, but more generally, time-consuming 

tests are required for its after-the-fact determination. Bai et al. compared feed forward neural 

networks, least squared support vector machines, deep restricted Boltzmann machines, and 

stack auto encoders to predict quality in a manufacturing process [56]. Deep learning 

technology has become a hot topic in AI. It has been proven to be effective in many fields. E.g., 

fault diagnosis, pattern recognition, and forecasting. It has compared two feature learning 

patterns to investigate their performance in predicting manufacturing quality, including 

different learning models [57 60].  

 Authors in [61] conducted an experimental investigation on the wear properties of 

AI/SiC MMC and built a traditional ANN-based prediction model. Surface finish is a crucial 

property for determining material quality. Scientists enounce many kinds of prediction 

modeling methods and identify suitable parameters for surface roughness [62]. The obtained 

prediction models are beneficial in enhancing the surface quality in the grinding process of 

MMC materials because the experts in the field would assume the surface roughness without 

doing any real experiment and determine the input process parameters and the model results. 

The study [63] investigates some parameters on the surface roughness of some alloys in the 

end milling machine. Today machine learning methods are successfully utilized for regression, 
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classification, or clustering in material sciences [64,65]. There are several methods for the 

detection of grinding burn on the machined workpiece. He et al. in beforehand prediction and 

post-mortem detection methods [66] are the two major ones both beforehand prediction 

methods and after detection methods are feasible. Beforehand prediction methods are relatively 

rewarding for grinding burn prediction, but they are not 100 percent effective. Combining both 

methods can be an excellent approach to deal with the monitoring and control of the machining 

process to make it defect-free. Researchers have mostly focused on the study of the tool wear 

for the prediction of failure and its optimization. Vibration features coming from the tool and 

workpiece interaction can also be an important aspect of failure prediction. A tool condition 

monitoring system is required to decrease the downtime of the machine and replace the cutting 

tool at the right time. In tool condition monitoring systems, signals like cutting force, sound, 

vibration, spindle current, surface roughness, temperature, tool images, AE were employed to 

examine the tool wear [67 70]. An understanding of the relationship between the process 

parameters and the vibrations in the grinding process is required to design the optimization 

techniques. Tao Liu et al. did an experimental analysis of process parameter s effects on 

vibrations in the high speed-grinding [71]. Two types of vibrations can rise in the high-speed 

grinding of a camshaft. The first type is forced vibrations that originate from the vibration in 

the grinding depth and the unbalance of the wheel [72], and the second type,  

may rise in grinding due to the regenerative and frictional effects of the machine tool-

workpiece system. The capacity to minimize vibrations in grinding by the selection of 

appropriate process parameters is a significant benefit in the process optimization of cam 

grinding. It was reported that the vibrations and the surface waviness change with the increase 

of grinding depth, and an appropriate grinding wheel speed combined with a workpiece speed 

has, for most grinding conditions, a reducing effect on vibration magnitudes and waviness and 

waviness. An unstable grinding process occurs due to these self-excited vibrations, and results 
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of grinding wheel wear, unacceptable surface finish, and increased noise would rise [73]. The 

results demonstrate that the quantization of vibration magnitudes and surface waviness for the 

different process parameters used in the tests identify the best selection for the process 

parameters.  

 Adel et al. presented the effects of process parameters on machining vibration and their 

optimization [74]. A high vibration leads to poor surface finish and reduced productivity and 

shortens the tool life; therefore, the parameters should be optimized. The parameters can be 

optimized using analysis of variance, regression, and optimization techniques to achieve the 

condition of minimum vibration. Taguchi analysis with L18 orthogonal array was used to 

optimize the process parameters in consideration of surface roughness and vibration to be 

minimized [75]. After the collection of the vibration data as an MS Excel file through 

LabVIEW, the Taguchi method was used to minimize the vibration and chatter, to improve the 

quality of the product [76]. The authors also showed the effectiveness of the developed in-

process portable diagnostic system with case studies. The portability and non-intrusive nature 

of the diagnostic tool enabled the application of the diagnostic system in different machines 

and assi With consideration 

of three parameters (Grinding wheel speed, table speed, and depth of cut), a Response surface 

methodology (RSM) was applied to determine the optimum machining parameters leading to 

minimum surface roughness and maximum material removal rate [77]. The results showed a 

match in the experimental values and the predicted values remarkably. The error between 

experimental and predicted values at the optimal combination of parameter settings for material 

removal rate and surface roughness came around 4%. An integrated RSM and Taguchi 

methodology to determine the optimum process parameters for minimum surface roughness 

and vibration produces promising results [78]. They used the S/N ratio from the Taguchi 

method to measure the variance of wheel vibration and surface roughness. The statistical 
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analysis demonstrated that the depth of cut and wheel revolution is the dominant parameter 

among the controllable factors that influence the vibration features coming from the grinding 

process [79 81]. 

 Irrespective of having promising results in terms of optimization of process parameters 

in consideration of minimizing the vibration level, these optimization methods can be applied 

in the offline mode only and can help in getting initial process parameters for the experiment. 

These methods ignore the fact that the grinding process is a vital factor that incurs the 

disturbance and results in quality failures. 

 

The grinding process is transient. Research has not done enough contributed to 

industrial needs to predict the process behavior. The relationship between input and output 

parameters in the manufacturing process can fulfill the need for control. Accurate modeling of 

the grinding process to predict the resulting output quality is extremely difficult considering 

that abrasive processes are complex non-stationary in nature, and have a large number of 

parameters [29]. The ultimate goal of the process monitoring is a component that matches the 

specified quality, machined in a minimal time that characterizes parameters of the process as 

well as of the component must be checked. The author categorized the decision-making for the 

control system in two approaches: a) compare the distinctive values of the processed signals to 

a predetermined threshold in order to identify the status of the process. The database must be 

prepared in advance. b) another approach for decision making is model-based identification by 

employing several kinds of physical and empirical models to identify the interrelationships 

between detected and controllable parameters. A physical model is developed from an 

understanding of the fundamental physical principles underlying the process, with the specific 

objective in mind. The different elements of the process monitoring include Sensor, Signal 

processing, Interpretation, Output, Diagnosis, and Therapy, as shown in Figure 1.2.  Sensor 
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application is made at a lower level according to the hierarchy of control loops, and it can still 

be regarded as an essential part of a so-called intelligent system. Karpuschewski et al. showed 

the field of sensor application in intelligent grinding systems. It is composed of the application 

of AI techniques such as knowledge-based systems, neural networks, or fuzzy logic [29]. The 

measured and processed sensor data are transmitted to succeeding modules such as control 

modules.   

 

 

Figure 1.2. Elements of process control loop [82] 

Considering the complex production technique and many influencing factors, Jie et al. 

introduced integrated modeling and intelligent control methods of the grinding process [83]. 

Case-based reasoning (CBR) and PID decoupling controller can be used to optimize the process 

simultaneously. Because of the limitations of the industrial field conditions and a lack of mature 

detectors, the internal parameters of the grinding process is challenging to obtain real-time 

quality closed-loop control. Scholars have proposed several neural networks and case-based 

reasoning technology for this purpose [84,85]. Combining the actual working conditions of the 
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grinding classification process, an RBFNN based particle size soft-sensor model is also in use 

for ore grinding. From the automation and control domain, many model-driven methods have 

been proposed for automatic set points of the grinding process [86 89]. However, it is hard to 

achieve these goals at the level of basic feedback and model-based control. To overcome this 

issue, a data-driven grinding control using reinforcement learning was proposed by Li Guo 

[90]. Through this, it is not necessary to construct a system process model as it can learn from 

the historical processes. However, to apply this kind of method, a simulator platform needs to 

simulate thousands of iterations to reach the optimum process control. 

 

Originally the process monitoring and control was dependent on the 

or specialized expertise. However, through research, it has come a long way, and now we can 

monitor the process using sensors and apply process parameter optimizations. Although several 

systems using vibration characteristics to detect quality failures have been explored, there is 

still a lot of scope for further development regarding its reliability and implementation. Most 

of the available systems collect the data from the process with the help of sensors and later use 

it for analysis of the process failure and machine component life estimation. These findings are 

helpful in better planning of the manufacturing, but not in real-time control of the failures to 

achieve quality consistency. The research findings are either theoretical or have been trying for 

a very simple part. There is still a lot to do in the direction of implementing a system for real-

time monitoring and control of the grinding process. 

 To overcome the limitations of the introduced research findings, this thesis presents the 

development of an intelligent grinding process monitoring and control using vibration sensors. 

The intent is to bring the science of grinding actively for shop floor manufacturing with the 

help of microscopic interactions taking place during grinding, further integrating it with data 

analytics. Vibration signals coming from the sensors can be utilized for the monitoring of the 
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grinding process, and from the collected data, a robust AI model can be built that can provide 

the optimum process parameters to control the process failure. Another goal of this thesis is to 

make the grinding process more autonomous and smart. For that purpose, all the steps should 

be programmed using a programming language and should be installed at the manufacturing 

site. Taking one step from the existing research findings, the system to be developed should be 

able to control the process parameters in real-time. So the closed-loop connection to the 

controller will also be introduced. A brief goal of this thesis as the desired system is shown in 

Figure 1.3.   

 

 

Figure 1.3. Data driven smart monitoring and control system 

The machine learning-based AI techniques were used in this research because the focus is on 

the double-sided grinding process solving the real quality issue faced by the manufacturers. 

Modeling such a complex process is difficult to find the relationship between its vibration 

feature and operating process parameters. A double-sided grinding process, in which both the 

front and back surface of the workpiece is grinded using a pair of grinding stones provided 
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oppositely at both sides of the workpiece, as shown in Figure 1.4.  

At present, the quality inspection of the manufactured brake disc is the operator 

manually, and if there is any defect, then he changes the process parameter accordingly and 

check if it has solved the quality issues or not. This method requires a lot of expertise and 

knowledge and is responsible for the loss of time in the experiment and manpower, resulting 

in the low productivity of the factory. The desirable system where the monitoring is done with 

the use of sensors and the process is automatically controlled is shown in Figure 1.5. 

 

Figure 1.4. Double sided grinding of the brake disc 
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Figure 1.5. Autonomous process monitoring and control system 
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Chapter 2  

 

As discussed earlier, the goal of this thesis is to develop autonomous monitoring and 

control of the grinding process. The research object chosen for this study is the manufacturing 

of the car brake disc with grinding as its last stage. The manufacturing of the brake disc involves 

several stages, but our focus is on the grinding process, as shown in Figure 2.1.  

 

Figure 2.1. Grinding process as the target for the research 

Through analysis of the existing manufacturing execution system (MES) in the 

company suggested that the disturbance that occurred during the machining process is 

responsible for most of the quality failures in the finished product. The grinding of the 

automotive brake disc is introduced in Figure 2.2. The complexity of the grinding process 

involved in attaining the desired surface finish to the brake disc suggests that the monitoring 

of external sensors along with the process parameters can give better know-how of the process 
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insight. With the combination of hardware and software, we can make the reference models for 

the process and train the machine brain for failure detection and its control. Through the 

combination of signal processing and data analytics, rules can be developed to achieve process 

intelligence. The literature [47] introduced the importance of vibration characteristics being the 

most suitable option for reciprocating the process conditions. A vibration sensor-based 

monitoring system along with AI-based control can serve the multiple purposes of fault 

detection, scrap reduction, process intelligence, and making the conventional factory into the 

smart one.  

 

Figure 2.2. Brake disc manufacturing introduction 
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A comprehensive step-by-step research methodology is given in Figure 2.3. Firstly the 

real quality defects in the industry are analyzed. The current grinding process, as well as the 

machine behavior, is analyzed. The continuous interaction between the two grinding wheels 

and the workpiece sometimes becomes a reason for the process failures.  Based on the failure 

types, influencing factors are selected. Among the materials, machine, operator, and processing, 

its processing condition, and process parameters affect the quality the most. The influencing 

process parameters like grinding wheel RPM, workpiece RPM, wheel entry speed, and coolant 

flow will be monitored throughout the monitoring of the process, as shown in Figure. 2.4. 

 

Figure 2.3. Research strategy followed 
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Figure 2.4. Influencing factors in terms of product quality 

Data from the vibration sensors as well as machine PLC will be collected in order to 

build a reference model for the grinding process and for the analysis of the grinding process 

behavior. The collected data will be used to detect the failure in real-time and also to train the 

AI model for the prediction and calculation of the process parameters for the control of the 

grinding process.  

 

A series of experiments have been conducted to evaluate which grinding factors affect 

the vibration and workpiece surface roughness. Then a literature survey and brainstorming 

session helped to identify the grinding factors and their levels of the experiments. Finally, we 

selected four process parameters that can be associated with vibration and surface roughness. 

The grinding experiments were carried out on the Daisho Seiki GRV 585 series grinding 

machines. The grinding parameters include grinding wheel RPM, workpiece RPM, wheel entry 

speed, and coolant flow rate. There are several types of quality characteristics, such as the lower 
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the better, the higher the better and the nominal the better in the case of vibration and surface 

roughness that should be a minimum. In this study, therefore, the smaller the better type of the 

signal to noise (S/N) ratio has been used and is defined as follows:  

                                                                                                      (2.1) 

where n is the number of repeated experiments for each combination of control factors, 

and yi is the observed response on the ith trial. The negative sign in equation 2.1 is for showing 

the smaller the better quality characteristics. The response y, in this case, is the wheel vibration 

and surface roughness, respectively. Response tables of S/N ratio for vibration and surface 

roughness are given in Table 2.1 along with their experimentally measured values. The S/N 

ratio for each level of the factor is computed based on the S/N ratio analysis using equation 2.1. 

A smaller value of vibration and surface roughness is normally required in metal machining. 

Therefore, the smaller the better methodology of S/N ratio was employed for the aforesaid 

responses.  Regardless of the category of the performance characteristics, the largest S/N ratio 

corresponds to  better performance. Therefore, the optimal level of the process parameter is the 

level with the greatest S/N ratio. The influence of each control factor on the vibration and the 

surface roughness has been analyzed with a signal-to-noise ratio response table. They show 

how the S/N ratio at each level of the control factors and how it changes when the settings of 

each control factor are changed from one level to another. The influence of each control factor 

can be more clearly presented with response graphs (see Figure 2.5 and 2.6) respectively. 

Taguchi L27 orthogonal array analysis is done to find the effects of process parameters on 

surface roughness and vibration characteristics during the process. The analysis of the response 

table shows that the grinding wheel RPM is the most influencing factor in terms of surface 

roughness and vibration. Other process parameters like workpiece RPM, wheel entry speed, 
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and the coolant flow rate are also important but their effects o the surface roughness and 

vibration are not that noticeable.  

Table. 2.1. Experiments for selecting most influencing parameter 
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Figure 2.5. Effect plot of process parameters for vibration 

 

Figure 2.6. Effect plot of process parameters for surface roughness 
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 Based on the analysis of the experimental results and effects of the process parameters, 

the vibration from the sensor is selected as the most suitable feature for monitoring and grinding 

wheel RPM is selected for process parameter control. 
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Chapter 3  

 

The monitoring system flow chart covers the flow of the data from sensors to the 

analysis display and simultaneously to the database, as shown in Figure 3.1. Two single-axis 

accelerometers are used for the collection of vibration data from the upper grinding wheel as 

well as the lower grinding wheel. The accelerometers are fixed at the spindle and normal to the 

grinding wheel direction using magnetic mountings. The collected data from the acquisition 

module is transmitted to the personal computer (PC). 

 

Figure 3.1. Monitoring system flow chart 

Real-time process parameters monitoring is also essential for informative insight into 

the disturbance. For this purpose, the variables from the process are delivered to the monitoring 

system from the programmable logic controller (PLC) through open platform communications 
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(OPC) server connection. It plays a significant role in finding the relationship between the 

process parameters, failure, and the vibration signal coming from the sensor. 

 

The analysis module for the process behavior monitoring largely depends upon the 

quality of the data it receives. The data should be reliable and of high quality. Apart from the 

real-time supply to the system, the acquisition system should also be able to save it in a database. 

This database can be later used for better manufacturing process planning. The collected data 

must include the instances of a good product cycle as well as the products incurring failures. A 

lot of experiments are conducted to build a reference database. It will help in setting threshold 

limits for the real-time detection of the failures. The data acquisition process for real-time 

process parameters from the PLC controller of the machine is categorically shown in Figure 

3.2. The connection between the PLC and the Microsoft Windows operating system is made 

through the OPC server and OPC client. When the connection is established, the monitoring 

tool can receive real-time process parameters for display. The monitored data from the system 

is also saved in a specified database in comma-separated values (.CSV) format with all the 

necessary information. Along with the process parameter data, the vibration data is also 

collected to the database simultaneously. The vibration signal data is collected through the 

sensor setup and designed tools for the data storage. This data can be recalled at any time for 

further analysis or reference. 
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Figure 3.2. Data collection from machine PLC 

The vibration data collection system programmed with the LabView software is shown in 

Figure 3.3.  

 

Figure 3.3.Vibration data collection dashboard 
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The Data is the key. It plays an essential role in the determination of threshold limits. 

Due to the factory production schedule constraints, the data from around 500 product cycles 

were collected, as shown in Figure 3.4. Machine learning structures are used for the proper 

training of the system in which the real-time process parameters like grinding wheel RPM, 

workpiece RPM, feed rate, and the coolant flow rate are given as input, and the g (amplitude) 

feature for the vibration is selected as the output. Through this, we select a trend or pattern of 

vibration features for different process conditions. Once the failure setting values is decided, 

an algorithm is formulated that can detect the occurrence of such instances and trigger an alarm 

to notify the user about the process failure. For the reliability of the collected data and training 

system, the quality feedback for each part is also collected. This data is used in offline mode 

for training the model and finding a pattern in vibration variation related to the change in 

process parameters. Further research and collection of data from multiple machines will be 

helpful in building an empirical relation between the process parameter and the vibration signal 

from the process. 

 

Figure 3.4. Collected data for different product qualities 
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All the device connections and the software modules are designed and programmed 

using LabView design software (National Instrument, USA). The developed software has 

multiple modules and devices. So, state machine architecture in the LabView is used for the 

programming. It is beneficial in the implementation of complex algorithms and tasks. A block 

diagram related to the monitoring tool development is shown in Figure 3.5. In the block 

diagram for the main user interface, there are separate functions for initializing the system, 

connection to the data acquisition (DAQ), logging the data, and disconnecting the device. The 

system saves the data simultaneously in a database. Figure 3.6 illustrates the connection of the 

monitoring system to the DAQ and data acquisition according to the chosen sampling rate. A 

dedicated user interface (UI) for the process monitoring as a system is also developed, as shown 

in Figures 3.7 and 3.8

behavior. It consists of three different windows of device configuration, sensor signal display, 

and fast Fourier transform (FFT) display. 

 

Figure 3.5. Block diagram for main user interface 
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Figure 3.6. Block diagram for data collection from Kistler LabAmp 

 

Figure 3.7. Sensor display dashboard 
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Figure 3.8. User interface for device information 

 

The hardware setup facilitates the propagation of the requisite signal to the software 

module. For the collection of vibration signals from the process, several sensors were 

considered. Two accelerometers of type 8703A50M1, having the sensitivity of 100 and range 

50, from Kistler Inc. is used for the data collection. The DAQ system of type 5165A with four 

input channels from the Kistler is used. The connection from the sensor to the DAQ is made 

with sensor cables, and the DAQ is connected to the PC with an ethernet cable.  
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The developed process monitoring system for the grinding can be easily applied to a 

grinding machine for multiple purposes. It is an externally applied portable system, which can 

be used for any grinding machine without affecting its grinding controllers or the assembly.  

 

With the use of the monitoring tool, real vibration data depicting the process conditions 

can be acquired and stored in a database (DB). The monitoring system has the functionality of 

storing the data. CSV (comma-separated values) format to any connected DB system. Based 

on these various types of data, a reference model can be built and routinely updated with the 

occurrence of the failures. In that way, the occurrence of any deviation from the standard can 

be recognized. For a grinding cycle to be in good shape, the processing conditions in the 

monitoring system must be under the threshold limits. If any deviation occurs, the alarm and 

notification to the operator will be flagged and simultaneously logged into the database for the 

attention of the plant manager. A data flow diagram for the developed monitoring system is 

shown in Figure 3.9. Through OPC server communication, the PLC can broadcast the real-time 

process parameters. The created DB has information like process parameters, vibration, and 

alarm occurrence instances. A typical vibration signal plot for different stages of the grinding 

is plotted in Figure 3.10. During the machining operation, the vibration occurred during the 

cutting and roughing phases are most important in a total cycle of 25 seconds. To capture the 

average vibration during this phase, we have used the windowing function. In order to do that, 

we select a time range that would capture such repetition and calculate the average value of the 

, vibration level. 
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Figure 3.9. Data flow diagram 

 

Further digital signal processing methods and analysis of the sensor signals can give 

important insight into the interrelationship between the processing conditions and the product 

quality. Such additional modules can be added to the developed monitoring system. The effects 

of the important process parameters like grinding wheel speed, workpiece speed, and feed rate 

can be directly linked with the RMS feature of the vibration signal. The surface-related quality 

characteristics are directly related to these. With such optimization techniques, cycle time, as 

well as the cost of the grinding process, can be optimized, and several control algorithms can 
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be derived. Major surface quality failures can be easily detected from the vibration signal 

coming from the processing spot. It can also be avoided with the use of the latest AI-based 

control algorithms. If not an in real-time cycle, then at least in the next cycle. In this way, we 

can reduce the number of scrap parts produced. 

 

Figure 3.10. Grinding process vibration signal plot 

 

The grinding wheel is composed of abrasive grates that go through continuous wear. 

The changes in the properties of the grain affect the product quality. Its continuous monitoring 

can also be done by setting the threshold limits for its vibration features and based on that, and 

the dressing schedule can be fixed for the grinding wheel. Other components going through 

continuous wear and fatigue may fail to include the workpiece's bearings or the grinding wheel 

spindle. A detailed study of the collected data can be used to monitor the machine components 

like bearings. The developed monitoring system can be used for multiple kinds of tasks with 
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slight modifications. Despite its multipurpose use, our advocated piece of work is focused on 

monitoring real-time behavior of the grinding process and notification to the user when any 

process failure occurs and storage of the data with the information of such instances. 

 

eraging data is the foundation of a smart factory. 

Before to the fourth industrial revolution, commonly known as Industry 4.o, manufacturers 

relied on clipboards and manual methods to collect machine data, perform root-cause analysis 

or gain insight into their operations. But as the competitive landscape of manufacturing 

changed, along with advancements in technologies such as the Internet of Things (IoT) and big 

data, the industry has reached a point where manual processes are no longer efficient. In fact, 

they cost manufacturers time and money in the form of lost productivity, suboptimal machine 

output, and product [91]. An organization that has yet to implement IoT technologies either 

does not have data available or their data is extremely difficult to analyze and turn into insights. 

There are four levels of autonomous behavior in a smart factory in terms of monitoring and 

control of the manufacturing processes.  

Level One: At the first level of the smart behavior the data connection and information 

gathering system is designed. It continuously gathers and tracks the production data. With the 

data in one location and always available, problem-solving becomes almost frictionless. When 

an issue occurs, operators and engineers can access the data in the system using data 

visualizations and dashboards. With easy access to all the data, engineers are able to answer 

questions quickly increasing plant productivity and agility that can weather changing 

environments. In addition, a connected data infrastructure enables real-time monitoring, as well 

as monitoring, of the factory floor. There are several state-of-the-art sensor-assisted data 

collection and monitoring system that satisfies level one of the autonomous behavior as 

reported in the work of literature [92]. 
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Level Two: Predictive analytics. At this level smart factory shifts manufacturing 

operations from reactive problem solving to proactive analysis and improvements. Predictive 

analytics enables operators and engineers to take preventive action to avoid significant 

downtime or quality failures. By adding machine learning and artificial intelligence, 

manufacturers can predict and prevent problems on the factory floor. Machine learning 

technologies typically require three to six months of historical data for accurate predictions. It 

creates an intelligent system that quickly identifies insights and predicts failures more 

accurately. Real-time alerts deliver valuable information to the appropriate person allowing 

them to proactively take action. 

Level Three: The third level of autonomous behavior takes production optimization one 

step further. Instead of predicting when failures might occur, machine learning technologies 

recommend settings through prescriptive analytics that allows optimization. The optimization 

recommendations are sent to the engineers who can review the insights and make process 

changes to maximize throughput without sacrificing product quality. By following the 

recommended settings, manufacturers can eliminate inefficiencies and waste throughout their 

production lines as well as increase contribution margins. 

Level Four: At this level, AI-based automation deploys the recommendations identified 

by analyzing manufacturing data. An AI-based model identifies the optimization, then 

generates and sends the recommended settings in real-time to the machine, where it is 

automatically executed. In such a closed-loop AI-controlled production line, the time it takes 

to execute on an insight discovered by the system becomes minimal. Achieving level four 

requires datasets that are large enough and have enough validated cases to provide the 

information needed for the system to know the impacts of a production change.  
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There are several literatures available that have tried to achieve autonomous behavior 

in the process monitoring and control. Research findings by Voronov et al. [93] created a 

dynamic mathematical model of the cylindrical grinding process as shown in Figure 3.11.  

 

Figure 3.11. Kinematic diagram of flat grinding model 

 The grinding process is simulated as a dynamic system with two orthogonal degrees of 

freedom. By doing so, they were able to evaluate the effect of cutting forces and vibrations on 

the surface to be formed while grinding. It can be very helpful in the design phase of the 

grinding technological process. Mathematical models, as well as the sensor-assisted monitoring 

system are able to achieve level two of autonomous behavior. AI-based prediction methods for 

the recognition of the failures are able to predict the failure and control actions can be taken 

manually. This makes the available findings being able to achieve level three of the 

autonomous behavior. Whereas the goal of our research is to not only monitor but the system 

should be able to deliver the suggested control actions in an autonomous way. Hence the 

developed system should enable the process behavior to be of level four standard described by 

the literatures.  
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Chapter 4  

 

Not many examples of grinding process control devoted to vibration-based process 

control can be found in the specific literature. The designed control system has two basic 

functions: the recognition of machining situations and making smart decisions after finding the 

new process parameters for its compensation.  The main aim of the process controller is to 

improve the performance of a grinding process and the quality of the machined parts, avoiding 

the limitations caused by the abnormal vibration feature behavior. The autonomous control 

system feeds indications to the control module to allow a decision-making process and trigger 

the consequent control actions in terms of cutting parameters or suggested actions. The control 

module produces both direct commands for the machine to realize an automatic closed-loop 

process control by process parameters tuning mainly the grinding wheel RPM in a way that is 

compatible with the machine and the technological constraints. In case when the failure is going 

to occur , the control system notifies the machine operator of the product 

being a scrap part [94]. The functional design of the desired autonomous control system is 

shown in Figure. 4.1. 

The vibration error signal coming from the monitoring system is given as input to this 

control system and it acts autonomously to decide new process parameters. In the past, many 

predictive controls have been in use. Finding the interrelationship between the process status 

indicators i.e. vibration signal error and the process parameters to control it is really a difficult 

task and a core part of the autonomous control system. The complexity of the grinding process 

of the brake disc by double-sided grinding makes it more challenging to treat it as a model. 

Finding the interrelationship between indicator and process parameters through pattern 
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recognition can be very helpful to solve this issue. Artificial neural networks can play a key 

role in finding the process parameters values to give to the machine controller.  

 

 

Figure 4.1. Functional design of the autonomous process control system 

 ANN provides a powerful tool for modeling and controlling nonlinear systems and has 

been widely used in many fields. Since the 1980s, the application of neural networks in the 

control field has rapidly developed, and several survey papers appeared in which the neural 

network predictive control is also a typical example for neural network applications [95]. The 

applications of neural networks in predictive control include modeling for nonlinear systems 

and optimization solving using neural networks. In the relevant literature, it is usual to adopt a 

neural network for modeling and then realize the predictive control in two different ways. One 

is directly using a neural network to solve the rolling optimization problem. The other is first 
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to identify the dynamic system response by a neural network model and then to solve the online 

rolling optimization using the parametric optimization method [96]. 

Assume that the input-output model of a nonlinear system can be represented by 

                                             (4.1) 

For neural network modeling, this specific representation (4.1) is unknown and only 

the input and output sample data are available. Consider the commonly used back propagation 

(BP) network with one layer of hidden nodes layer. It is composed of three layers of nodes, i.e., 

the input node layer, the hidden node layer, and the output node layer. The nonlinear 

transformation is considered only in the hidden node layer. Denote the output of the input node 

as . They are indeed the variables in the bracket on the right side of 

(4.1). Denote the input of the hidden node i as  and its output as  z, where m 

is the number of hidden nodes. Denote the output of the output node as . According to the 

working principle of the BP network, it follows that 

  

                                                                                                         (4.2) 

  

Where  is the weighting coefficient of connection from the input node j to the hidden node 

i,  is the input bias of the hidden node i,  is the weighting coefficient of connection from 

the hidden node i to output node,  is the input bias of the output node, and is the active 

function of the neuron, usually taken as the Sigmoid function  

                                                                                                                       (4.3) 
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The task of neural network modeling is to determine the weighting coefficients and the 

input biases best matched with the given sample data set, which can be described as the 

following optimization problem: 

                                                                                              (4.4) 

Where N is the number of samples  and  represents, respectively, the system output 

in the lth group of samples and the neural network output calculated by (4.1) of this sample, 

and w is a parameter vector containing all the weighting coefficients and input biases.  

The weighting coefficients of the BP network can be obtained as follows, Let 

  

                                                            (4.5) 

  

Then 

  

                                                                          (4.6) 

  

After setting the initial parameter vector w for each sample, the network output  can 

be calculated by (4.1) for input  and compared with the actual output  to construct the error 

; starting from the output side, use the back propagation of error  to calculate ,  using 
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(4.4) and the partial derivative of  to w (w refers to any network parameter in w) using (4.5). 

Then construct 

                                                                                                                        (4.8) 

Based on which the network parameters are improved by the gradient method 

                                                                                                            (4.9) 

This process is repeated until the performance index (4.3) reaches the minimum. Then 

the obtained BP network is the best match to the sample data set. It implicitly established the 

nonlinear mapping between historical data and the current output, which can be directly used 

to one-step output prediction when the current control input is given. 

However, in predictive control, the above neural network needs to be improved for a 

multistep prediction. The simplest way is to establish P simple BP networks, as above when 

the prediction horizon is P, where the output of the sth BP network is the system output 

 predicted at .  

           (4.9) 

Thus, the sth BP network should approximate the nonlinear mapping from the 

input/output information available at time k and the future control inputs to . Refer to 

(4.1) and consider the control horizon M<P; the sth BP network can then be expressed by 
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                                             (4.10) 

These BP networks work using the same principle and the whole network outputs can 

reflect the predicted future outputs at different times over the prediction horizon. Since both 

the learning process and the real-time prediction of these BP networks can be made in parallel, 

it is a practical and efficient way for multistep prediction for nonlinear systems. 

After establishing the neural network model for the nonlinear system, we now discuss 

the predictive control method based on that. Predictive control runs in a rolling style, i.e., at 

each sampling time, the control action is obtained by online solving a nonlinear optimization 

problem. In addition to output prediction, the neural network model established above can also 

be used for online optimization, which can be solved by the same gradient optimization process 

as that in model parameter identification. At the sampling time k, let optimization performance 

index  have the form 

                                                                      (4.11) 

Where  the outputs of the basic BP prediction models are when 

future inputs are  the desired outputs. 

Note that 

  

And it is known from (4.8) that  is not related to  when h>s, so 

the above equation can be rewritten into 

                                                                                     (4.12) 

Where 
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Furthermore, according to the performance index (4.10), it follows that 

  

Then the gradient can be given by 

                          (4.13) 

Therefore, one can initially set a group of controls , calculate  using the 

model (4.9), and then substitute it into the performance index (8.40) to calculate  in . 

Based on that premise, the control can be improved by the gradient method 

                            (4.14) 

Where the step length and the gradient is can be calculated by (4.12). This iteration 

process should be repeated until  it reaches a minimum. Then  as the current optimal 

control can act for the system for control. 

The predictive control algorithm with neural network modeling and online optimization 

can be described by the internal model control (IMC) structure shown in Figure 4.3, where 

 is the one-step neural network prediction model. It only provides the predicted model 

output at the next sampling time in terms of current control and (4.9) and constructs the output 

error using the actual measured output to make a feedback correction. The core part in the 

figure is the neural network, an online optimization controller . It uses the neural network 

prediction model (4.9) and the optimization algorithm (4.13), (4.14) to iteratively calculate the 
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optimal control and then implements the current control, where the weighting coefficients of 

the model (4.10) have been obtained through off-line learning. 

  The presented algorithm is only a fundamental one of the neural network based on 

predictive control algorithms. There are a large variety of methods both for neural network 

modeling and for predictive control based on the neural network model: for example, using the 

Hopfield network model, considering a general nonlinear performance index instead of a 

quadratic one, putting constraints on the system input and output, identifying step response 

coefficients after establishing the neural network model and then using traditional predictive 

control algorithm, and so on.  

 

Figure 4.2. Structure of the neural network-based predictive control for nonlinear system 

 Therefore, we have chosen AI and ANN for our future course of action to solve the 

problem of autonomous control for the grinding process because it is a way to make machines 
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think and behave intelligently. The grinding machine is controlled by software inside them, so 

AI has a lot to do with intelligent software programs that control these machines. In the coming 

parts of this chapter, the basic principle of ANN, the data processing for it, components of 

ANN, training methodology, testing, validation, and control algorithm generation will be 

introduced. 

 

ANN are computing systems inspired by the biological neural networks that constitute 

animal brains [97]. An ANN is based on a collection of connected units or nodes called artificial 

neurons, which loosely model the neurons in a biological brain, also shown in Figure 4.3. The 

basic neural network structure is shown in Figure 4.4. It has input neurons, output neurons, and 

hidden layers.  

 

Figure 4.3. Biological brain (Image source: Data Flair) 
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Figure 4.4. Basic neural network structure (Image source: Towards data science) 

An artificial neuron receives a signal, then processes it and can signal to other neurons. 

The signal at a connection is a real number, and the output of each neuron is computed by some 

non-linear function of the sum of its inputs. The connection is called edges. Neurons and edges 

typically have a weight that adjusts as learning proceeds. The weight increases or decreases the 

strength of the signal at a connection. Neurons may have a threshold such that a signal is sent 

only if the aggregate signal crosses that threshold. Different layers may perform different 

transformations on their inputs. Signals travel from the first layer to the last layer (the output 

layer), possibly after multiple layers traversing.  

 Deciding the number of neurons in the hidden layers is significant in determining the 

overall network architecture. Though these layers do not directly interact with the external 

environment, they greatly influence the final output. Using a too thin network will result in 

underfitting. It occurs when there are too few neurons in the hidden layers to detect the signal 
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on a complicated data set adequately. Similarly, using a too thick system can result in 

overfitting. Overfitting happens when the network has too much information processing 

capacity that the limited amount of information contained on the training set is not enough to 

train all the neurons in the hidden layers. Moreover, a large network can increase the time to 

train the network. There are many methods of determining the suitable number of the hidden 

layers and neurons in the hidden layers. The quantity of neurons in the input layer is equal to 

the number of features that are the investigating parameters (grinding wheel RPM, workpiece 

RPM, wheel entry speed, coolant flow rate). The total of neurons in the output layer is equal to 

the number of analyzed properties that is vibration level error. The number of hidden layers 

should be set between the size of the input and the size of the output. The number of hidden 

nodes is calculated by: 

  

Where Ni: number of input neurons; No: number of output neurons; No: number of 

samples in training data set; -10. With four input nodes 

and one output node, the maximum hidden unit should not exceed 50 nodes. These are the 

theoretical aspects of deciding the number of layers in a neural network. However, in practice, 

it again has no idea how many nodes to use in the single hidden layer for a given problem nor 

how to learn or set their weights effectively. Further, many counter-examples have been 

presented of functions that cannot directly be learned via a single one-hidden layer MLP or 

require an infinite number of nodes [98 107]. Other aspects of a neural network are explained 

in further sections, followed by the chosen model and its training.  
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It is important for a neural network to learn and map between the features and response 

variables. Their main purpose is to convert an input or set of input signals of a node in a deep 

network to an output. The output signal uses input in the next layer in the stack. Particularly, 

in ANN learning, we do the sum of products of inputs (X) and their corresponding weights (W) 

and apply an activation function (f(x)) to it to get an output of that layer, and then feed it as an 

input to the next layer. Without an activation function, the network would become a 

combination of linear functions and would not be able to learn and model other complicated 

data. Another important property of an activation function is that it should be differentiable in 

other to compute the gradient of loss for optimizing network parameters that will be presented 

in the next section. 

The Activation Functions can be divided into 2 types: a) Linear activation function and 

b) Non-linear activation functions. There are some popular activation functions such as sigmoid, 

tanh, and ReLU (Rectified Linear Units). The ReLU activation function is shown in Figure 4.5. 

Figure 4.5. ReLU and Logistic sigmoid (Image source: Towards data science)



61 

 

 The ReLU function is : 

                                                                                                                 (4.15) 

The derivative of ReLU function is given as 1 for x > 0 or for x < 0. Therefore, the ReLU has 

a constant zero gradient wherever a unit is inactive. The sigmoid activation function is 

traditionally a very popular activation function for neural networks. The input to the function 

is transformed into a value between 0.0 and 1.0. Inputs that are much larger than 1.0 are 

transformed into the value 1.0. Similarly, values much smaller than 0.0 are snapped to 0.0. The 

shape of the function for all possible inputs is an S-shape from zero through 0.5 to 1.0 

[104,105,107,108]. The sigmoid function was applied in the output layer only. The sigmoid 

function is: 

                                                                                                                    (4.16) 

 

While training a neural network, the cost function or the loss function is used. A cost 

function is the measure of error between what value the model predicts and what the value is, 

as shown in Figure 4.6. The basic consideration of information on the training process is the 

evaluation of the loss function. The goal of the training is to find weights and biases that 

minimize the cost function.  In this thesis, for an easier process in the training step that uses a 

gradient, the cost function uses the mean square error (MSE). For the validation step of the 

mean absolute error (MAE) is used.  



62 

 

 

Figure 4.6. Cost function [109] 

 

The goal of this thesis as explained earlier, is to predict the change in the process 

parameter, especially the grinding wheel RPM. Grinding wheel RPM is the most important 

process parameter that affects the vibration coming from the process, as findings recorded by 

the authors in different works of literature [110 113]. To control the process parameters, we 

have also focussed on grinding wheel RPM. To train the model for the grinding wheel RPM, 

the dataset with grinding wheel RPM, workpiece RPM, wheel entry speed, coolant flow rate, 

and the vibration error from each cycle has been prepared from the monitoring system collected 

data. The dataset used for the building and training of the AI model is shown in Table 4.1. 

Through experiments, we have collected the data for 200 cycles and with the use of 

oversampling, it has been made the dataset of 500 cycles. The recorded vibration error of more 

than 1.0 is considered as the cycle during which the failure has happened. 
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Table. 4.1. Data table for AI model building and training 

 
     

      

      

      

      

      

      

      

 

      

 

For the autonomous control of the grinding process grinding wheel RPM must be 

optimized. For that purpose, the ANN model is built as vibration error signal coming from the 

sensor, workpiece RPM, wheel entry speed, and coolant flow rate as the input and the grinding 

wheel RPM as the output. The ANN model is used to predict the grinding wheel RPM for the 

process and then a control action suggests the changes after its comparison with the reference 

value of the grinding wheel RPM. The selected ANN is a feed-forward neural network. Initially, 

as per the calculation of the number of hidden nodes stated, we selected three hidden layers 

with sixteen nodes at each layer.  
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Figure 4.7. Initial AI architecture 

 The goal of the feedforward neural network is to approximate some function f for a 

classifier y=f(x). It maps input x to a category y [114]. Output grinding wheel RPM, we have 

to predict based on other input process parameters. Once we are able to predict the grinding 

wheel RPM, then we can control it by comparing it with the reference grinding wheel RPM.  

The AI model for the prediction of the grinding wheel RPM is shown in Figure 4.7. The number 

of hidden layers is two. 

 

Supervised machine learning is the machine learning task that maps an input to an 

output based on example input-output pairs. Training is about minimizing the cost function by 

changing the value of w, and b parameters

from a given dataset { Xi, Yi., i = 1, . . N }, where  Xi  X, and Yi. Y. The process adjusts 

network parameters by direct comparison between the model output and desired output. It 

infers a function from labeled training data consisting of set training examples.  Supervised 
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machine learning algorithms uncover insights, patterns, and relationships from a labeled 

training dataset that already contains a known value of the target variable for each record. In 

industries especially where the practical implementation of the model is required primarily 

supervised machine learning is used. The backpropagation algorithm is a supervised learning 

method for multilayer feedforward networks from Artificial Neural Networks. 

The principle of the back propagation approach is to model a given function by 

modifying the internal weightings of input signals to produce an expected output signal. The 

output and a known expected output is presented to the system and used to modify its internal 

state. The performance of the different layered AI model is shown in Table 4.2. 

Table. 4.2. AI model performance with different number of layers and nodes 

   
 

    

    

    

    

 

Technically, the back propagation algorithm is a method for training the weights in a 

multilayer feed-forward neural network. As such, it requires a network structure to be defined 

of one or more layers where one layer is fully connected to the next layer. To solve our machine 

learning problem, we have used the regression model. It is a subfield of supervised learning. It 

aims to model the relationship between a certain number of features and a continuous target 

variable [115]. Out of the collected datasets, 80% of the data we are using to train the model 
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and 20% of the data we are using to test the ANN model. The steps for the training of the model 

with supervised learning are shown in Figure 4.8. 

 

Figure 4.8. AI model training methodology 

The ANN model has been implemented using open-source Python programming 

language available on the internet. The final structure of the ANN model consists of three 

hidden layers with nodes as 8-4-8 as shown in Figure 4.9. The model validation is shown in 

Figure 4.10. From the figure, it is clear that the model is good for use, and with more availability 
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of the data, it can be made more suitable for use. The comparative evaluation of the ANN-

based training model is done with other supervised learning algorithms like KNN, SVM, and 

Random forest methods as shown in Table 4.3. 

 

Figure 4.9. Final AI model for grinding wheel RPM prediction 

 

Figure 4.10. Mean absolute error for validation of the model 
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Table. 4.3. Comparative evaluation with different supervised learning algorithms 

   

   

   

   

   

 

 

After the prediction of the grinding wheel RPM, the next task of this thesis is to 

calculate the changed grinding wheel RPM  that is causing the failure of the process. The 

control algorithm with AI trained model is shown in Figure 4.11. It can be seen that the 

monitoring system for the grinding process delivers the vibration error signal from the 

monitoring display. The trained AI model takes input with the other three process parameters 

and predicts the grinding wheel RPM. Then the observer programmed in the system compares 

the predicted grinding wheel RPM with the reference. The controller compensates for the 

difference in the reference and the predicted value as shown in equation 4.17. 

                          (4.17) 

The control action command is propagated to the machine controller through the OPC UA 

connection.  
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Figure 4.11. Control algorithm 
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Chapter 5  

 

The developed intelligent monitoring and control system can be easily applied to a 

grinding machine for multiple purposes. The developed system is applied to the double-sided 

vertical type surface grinding machine from Daisho, Japan. The machine is used for the 

grinding of the automotive brake disc. The developed system is portable. It can be easily 

installed and relocated from machine to machine. The setting values for monitoring can be 

changed easily. At first, all the components of the smart system are installed at the real machine 

at Namyang Nexmo, Korea, as seen in Figure 5.1. The manufacturing of the brake disc consists 

of several stages. However, our focus is on the stage of the grinding process. The sensors are 

installed at the grinding process location using mountings. Devices like DAQ and sensors are 

connected to the developed monitoring system using an ethernet cable. The autonomous 

monitoring and control system is installed into the industrial PC as it can be seen in Figure 5.2. 

At the industrial PC, the user can visualize the real-time process behavior. The new process 

parameter is delivered to the machine controller through the industrial PC.  

 

Figure 5.1. Implementation of the system at the site 
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The LabView delivers a new grinding wheel RPM to the PLC tag in a control action 

form. Moreover, the controller adjusts the process parameters accordingly.  

 

Figure 5.2. Installation as an independent software with User ID 

 

After the successful testing of the implemented system at the industrial PC, it is 

integrated with the regular control architecture of the company. The industrial PC is connected 

to the control room PC through transfer communication/Internet protocol (TCP/IP). The plant 

manager can observe the process behavior just by sitting in the control room. This process 

monitoring system can be later used for the rotating component remaining life prediction 

system also. To use the developed system, the user first opens the software like any other 

application in the windows operating system by double-clicking it. Then the devices are 

connected to the application. Once connected, the application displays the real-time sensor 

signal and simultaneously the FFT graph. Based on the company comparison-based study of 

the scraps produced due to these surface defects, this system is of great help. When entirely 

operated automatically, it can bring a dramatic change in the overall productivity of the factory.  
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Figure 5.3. Control room display for the plant manager 

 

 

The developed software is converted into the application file and installed into the 

industrial PC at the machine site. The PC does not require to have any external tools like 

LabView for its functioning. The developed system is tested for the grinding process of the 

brake disc. The process parameters information for the brake disc is shown in Table 5.1. 

  



73 

 

 

Table. 5.1. Process parameter for brake disc grinding 

 
 

 

   

 
 

 

   

   

   

 
 

 

When the start button of the system is pressed, the data acquisition from the sensor 

initiates, and simultaneously the UI window displays the real-time vibration signal behavior. 

From the collected data and its training, we set the threshold limits for the vibration signal as 

0.3. As seen in Figure 5.4, when the vibration amplitude is within the threshold limits, the smart 

control module does not trigger any alarm or change in process parameters. Demonstration of 

real-time failure instances at our wish is difficult, so it is demonstrated by altering the threshold 

limits. In the demonstration scenario, it can be seen that when the vibration amplitude level 

increases and go beyond threshold limits, the process condition is termed as failure. It is an 

indication of surface defects like burn marks in the workpiece. Consecutively, the smart control 

algorithm calculates the difference between the standard and current vibration level and 

calculates the new process parameters to avoid failure; the new grinding wheel RPM is 

calculated as 765 and delivered to the machine controller through OPC and PLC connection. 
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Figure 5.4. Real factory scenario 

 

 As seen in Figure 5.5, the new production line of the brake disc manufacturing is 

integrated with this autonomous process monitoring and control system. This inclusion has 

helped in shifting the manual product quality evaluation into a more precise and autonomous 

system. There are several benefits to the manufacturers. The manual quality inspection can be 

taken care of by the monitoring and control system that can detect and correct the occurring 

failures. It can successfully reduce the quality failures due to the surface defects that occurred 

during the grinding process. After consideration of all the involved resources and their 

application to all available production lines, it can increase productivity by 5 % as stated by 
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Figure 5.5. Benefits as before and after scenario 
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Chapter 6 

 

 

Injection molding is the most popular cyclic manufacturing technology and is 

extensively used to produce a variety of industrial products. With the introduction of modern 

machinery and computer-aided engineering (CAE), product shapes are becoming increasingly 

complicated. This complexity can result in surface defects and thermal damages. In a complex 

manufacturing process, there are various factors like machine conditions, product 

characteristics, process parameters, raw material, and several disturbances that affect the 

production plan and the final product quality [116]. To compete effectively in the plastics 

marketplace, manufacturers and researchers have focused on improving product quality by 

adopting different methodologies. Among the various responsible factors, cooling is a critical 

and important stage in the molding process to solidify the product, and it directly affects 

molding quality [117]. During the molding cycle, cooling consumes most of the time. To 

improve product quality, enhancing cooling performance appears to be a practical option, and 

the introduction of three-dimensional (3D) printing presents some promising options, including 

the use of conformal cooling channels instead of conventional cooling channels [118]. The 

improved cooling channels manufactured with additive manufacturing technology have 

increased conventional injection molding [119]. Although uneven cooling is a significant factor 

in quality defects, previous studies have indicated the choice of process and parameters 

influences quality to a greater degree than machine or mold design [120]. Major quality defects 

experienced by manufacturers include short shots, flashes, weld lines, and warpage. To remove 

surface and thermal failures from molded products, several online and offline optimization 

methods are in use for a long time [121 125]. These methods can reduce the number of 



77 

 

experiments and replace the current hit-or-miss method used by operators to determine the 

optimal settings for a machine and a product. To minimize warpage failure, the Gaussian 

regression method is applied [126]. Improved computational power and the introduction of 

CAE for simulation works have helped reduce costs and improve quality while optimizing 

process parameters. Most process parameter optimization systems such as genetic algorithms, 

adaptive neuro-fuzzy inference systems, artificial neural networks, back-propagation neural 

networks, and hybrid methods work offline. Manufacturers use them to find the optimal 

processing conditions for a particular product [123].  

 

adjust process parameters based on observed quality feedback. A combination of sensors is 

introduced to overcome such issues, and a model has been developed to collect cavity and 

nozzle pressure data. After extracting essential data, the same model is used to diagnose the 

process conditions [127]. Like other cyclic manufacturing processes, various sensor-assisted 

monitoring and failure diagnosis systems have been applied to injection molding [128]. These 

approaches have demonstrated relatively good capability, but sophisticated data acquisition 

(DAQ) techniques, installation problems, and nonlinear relationships among process 

parameters have limited their use. In addition to that, many self-energized, wireless, and dual-

sensing techniques are in use to monitor the injection molding process [129]. As modern 

molding machines can generate large data quantities, the literature [126] recently used a big-

data management approach to identify faults. A structured query language (SQL) database, 

stored data from every cycle, and python programming are used to develop a fault-prediction 

model with an accuracy of 57%. Based on the prediction, control measures can be taken by the 

operator instantly. 

 Fault diagnosis is a crucial factor in any industry to detect failure and for scheduling 

maintenance. Researchers have also developed a DAQ system that employed cavity sensors 
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and analyzed the resulting data for potential faults [130]. Although the performance of the 

introduced method in terms of injection molding monitoring is reliable, consistent quality in 

molded products requires more than just a monitoring strategy. The process is still dependent 

on the skills of the operator and process engineers. The lack of an online feedback system 

makes it difficult to develop robust monitoring and control techniques. A major portion of the 

recent research prefers the use of artificial intelligence (AI) technologies to control molding 

processes as such technologies are better suited to identifying the relationships between 

measurable and unmeasurable parameters [131]. Park et al. [132] suggested that an AI-based 

molding process can improve product consistency and quality. Chen et al. [133] assigned 

injection molding variables to three levels, as shown in Table 6.1. 

 To reduce level-3variables, a robust monitoring and control model for adaptive control 

of process parameters is required. Kangalakshmi et al., Schiffers et al. and Wang et al. [134

136] have tried to address quality-related problems by applying model-based proportional-

integral-derivative (PID) control, adaptive process control, and phase diagram control, 

respectively with each achieving some encouraging results. To overcome the complexities of 

sensor installation, data collection, and difficulties of interrelationship derivation between 

process parameters and failure, a research object with simple geometry is chosen [137]. 

 Cavity temperature and pressure sensors are used for data collection, and simulations 

are conducted to validate their models using different tools in all the above-introduced 

monitoring and control strategy. Although considerable research efforts have been devoted to 

reducing quality failure rates in injection molding, the application of the developed system is 

either theoretical or just in simulation models. Furthermore, their practical implementation in 

industrial applications is still a distant job.  
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Table 6.1. Summary of grinding wheel condition monitoring studies 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

The injection-molding process faces quality failures such as sink marks, short shots, 

warpage, and flashes. Existing solutions such as conformal cooling channels manufactured 

with 3D printing technology and process parameter optimization systems cannot maintain 

quality consistency due to variations in process parameters and process instability associated 
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with the various machines and environmental factors. This results in large quantities of scrap 

parts, reduction of productivity, and wastages of resources. A more efficient molding process 

is therefore in high demand. 

 To overcome the difficulties of current methodologies, this paper introduces a data-

driven monitoring and smart quality-control model that can reduce quality failures and increase 

productivity with the application of an improved monitoring system. The primary goal of the 

presented research is to develop the smart monitoring and control module and validate it with 

real industrial experiments. Automation of the injection molding quality control is the 

secondary goal. Major failure considerations for the study are short shot and warpage. 

 

 

In earlier works related to cooling performance optimization for a plastic door module, 

a CAE tool is used to replicate real-world cooling channels [138]. Constraints of machine 

design and lack of experiments make it impossible to visualize each step of the injection 

molding process precisely. So, for a detailed description of the process behavior of the 

manufacturing of car door trim with injection molding, a cyber-engineering analysis model is 

developed as shown in Figure 6.1. The geometric modeling of the cooling channels, gates, 

mold, as well as product is precisely identical to the real counterparts. In different phases of 

the complete molding process, cooling is the most time-intensive. The developed cyber 

engineering model also helps in reducing the number of required real-world experiments and 

associated costs. Additive manufacturing technology is used to manufacture the complex 

conformal cooling channels used for the door trim module [139]. The detailed study of the 

cyber model, as well as the real industrial experiments, also provides the same influential 
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factors of injection molding as discussed in the earlier section of the paper. The cyber 

engineering model system is used to grasp the quality criteria and their influencing factors. 

 

In terms of selected failures for study, the most influential process parameters among 

all the quality-related factors are flow rate, packing pressure, hold pressure, packing time, melt 

temperature, and mold temperature. A description of the process parameter selection process 

is provided in Figure 6.2. 

 

Figure 6.1. A developed cyber engineering model for understanding molding behavior 
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Figure 6.2. Influential process parameter selection in terms of quality 

Observable process parameters are nonlinear, and finding an empirical relationship 

between the parameters and product quality is challenging. Multiple cyber experiments, each 

with a different set of initial process parameters, are conducted with CAE tools to consider the 

occurred failures. Additionally, these simulations are supported by factory experiments with 

the same set of initial parameters and product quality feedback from the operator. Cycles are 

labeled as good or bad based on the associated quality of the final product. The same approach 

is then applied to establish a reference model for temperature and pressure profiles. The format 

for the experiments and related data with the occurrence of the failures are briefly explained in 

Table 6.2. This detailed study of the tests is designed to develop a process window for the best 

quality products. The process window depicts the actual conditions of the manufacturing cycle, 

as discussed previously [140]. A more precise process window after multiple experiments and 

quality feedback data for the car door trim case is shown in Figure 6.3. During the product 
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molding cycle, deviation from the depicted process window resulted in quality failure, 

including short shots and warpage.  

 

Figure 6.3. Obtained process window for a good quality product 

Initial optimal settings for the car door trim, based on the physical experiments, virtual model, 

and the obtained process window, are provided in Table 6.3.  

 

Cyber and real experiments are performed to visualize defects such as warpage and 

short shots. It is assumed that if we can control the process and the process window is followed 

every cycle, the product quality will be good. Based on this assumption, there is no need to 

define each failure. If the temperature and pressure profiles are optimized, then the chances of 

quality failures are small. Virtual temperature and pressure sensors are assumed in the cyber 

molding experiments. In addition to the virtual model analysis real data is also collected for its 

relative validation. The data obtained from cavity sensors are in the form of a time series and 
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imported to a database in the company server as well as a local laptop as comma-separated 

files. The data collection infrastructure for this research is shown in Figure 6.4. Different sensor 

setups are used to simulate all possible molding processes. Because of the time-series data, if 

used directly, it makes process monitoring difficult.  

Features like peak, average, maximum, and minimum are extracted from the raw data 

for the temperature and pressure, respectively. These features reciprocate the process condition 

of the current and previous cycle.  

 

In factories, an operator sets the initial process parameters and, during the production, 

adjusts them according to the quality of the molded part to get a product with the best quality. 

Instead, the collected datasets are used to determine optimal pressure and temperature profiles 

for the mold cavity. Based on analysis results and after validation with references, selected 

threshold limits are chosen as shown in Table 6.4. 

Further development of the monitoring system is based on the threshold limits of the features 

extracted from the raw signal. 
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Table 6.2. Collected data from different cyber experiments 

 
 

 
 

    
 

         

         

         

         

         

         

         

         

         
 
 

         

 

Table 6.3. Process parameter for the injection molding of the car door 
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Figure 6.4. Data collection and processing infrastructure 

Table 6.4. Threshold limits 

    

    

    

    

    

    

    

    

 

In previous sections, the primary focus has been on developing the monitoring system 

for injection molding. However, monitoring without a control strategy is not a viable method 
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of maintaining quality in the mass production of car door trim modules. Although it is possible 

to derive a statistical relationship between process parameters and sensor signals, our research 

is oriented towards solving real problems and their implementation. A case-based control 

strategy derived from the engineering analysis model and real data is explained in this section 

of the paper. 

 

The monitoring of sensor signal profiles provides a detailed explanation of the occurred 

failure and corresponding process parameters. A control algorithm to recognize deviations 

from the process parameters and the standard threshold limit is illustrated in Figure 6.5. It also 

facilitates the changes in the process parameters to compensate for the occurring failures. 

 The molding process is first run with the initial settings. Data of peak value of pressure, 

packing pressure, packing time, average pressure, peak temperature, and the average 

temperature is extracted from the temperature and pressure profiles. These extracted values are 

then compared with their threshold limits to detect the cases of failure. After searching the 

database for the best solution, the new adjusted process parameter is delivered as the output of 

the system, and the same is delivered to the controller. The controller then adjusts the process 

parameters according to the algorithm output. 

 

To implement the smart quality control module, a system architecture is introduced. 

The architecture includes a data collection module from sensors, a failure recognition module 

after the comparison with threshold limits, and a decision-making module that follows a 

predefined set of rules. This is connected to the database through a developed user interface. 

The most important part of this module is the numerical control module that adjusts the process 
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parameters based on the recommendations from the control algorithm. Architecture is detailed 

in Figure 6.6. 

 

Figure 6.5. Control algorithm 
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Figure 6.6. System architecture 

 

Based on the results of several experiments and consultation with manufacturing 

experts, an applicable rule-based algorithm for choosing the new process parameter is 

introduced.  

 

The defined rules are integrated into MATLAB programming and executed directly from 

it. Some of the cases are described below: 

 If average peak values of 5 molding cycles are larger than the upper value, then decrease 

flow rate by 2 cm3/s; else Do Nothing. 

 If packing pressure is greater than the upper value, then decrease packing pressure by 

1%; else Do Nothing. 

 If the packing time is longer than the upper value, then decrease the packing time by 

0.25 s and decrease packing pressure by 0.5%; else Do Nothing. 
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 If the average of the maximum values for mold cavity temperature in 5 continuous 

cycles is greater than the upper value, then decrease the melt temperature by 10C; else 

Do Nothing. 

 If the average mold cavity temperature in a molding cycle (obtained by integration) is 

greater than the upper value, decrease the coolant temperature by 10C; else, Do Nothing.  

 

Based on the case-based rules described in the previous section, a few examples are 

introduced to validate the control mechanism. As shown in Figure 6.7, in cases of warpage and 

short shot failure in the cyber model, changes are recommended for the process parameters. 

The occurrence of the failure is recognized from the extracted feature behavior of the sensor 

signals. 

 

Figure 6.7. Control strategy to reduce warpage and short shot 
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After the successful realization of the developed model in the cyber system, the model 

is tested in a real-world setting, using a Toshiba 2500 Ton injection-molding machine for 

manufacturing car-door trim in an automotive manufacturing factory. The information flow of 

the monitoring system starts with the molding process and then propagates through cavity 

sensors. Sensors collect temperature and pressure profiles and send this signal to a DAQ device. 

After converting the analog signal into digital data, the raw sensor data is classified, and 

features illustrating the quality are extracted. The programmed display tool then displays the 

 

 

After an extensive study of mold geometry, the complexity of the plastic car-door trim, 

and monitoring requirements, three temperature and three pressure sensors are installed 

through holes made in the mold cavity. The specification of sensors for pressure and 

temperature measurement are MCSG-B-127-2000 and TS-PF03-K, respectively. Sensor 

connection hardware, including wires, amplifiers, connecting devices, and DAQ equipment, 

were provided by RJG Inc. USA. The locations for the sensors are slightly different from the 

cyber model because sensors can only be installed by making holes inside the mold. Sensors 

are placed near the gates and to the location where defects are most reported. The sensors, DAQ 

equipment, connectors, and their assembly is shown in Figure 6.8 and 6.9. 
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Figure 6.8. Sensors and its mold assembly 

 

Figure 6.9. DAQ and connectors 
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To connect the system components and provide quality control after analysis of raw 

signals, an integrated control system is programmed using the commercial tool. Data collected 

from the simulation, as well as real-world factory data, is used to identify threshold values for 

cavity temperature and pressure. Data is extracted automatically from the sensor signals. When 

any deviation is observed, the system alerts the operator and generates adjusted process 

parameters to return the monitored features within threshold limits. Due to difficulty in 

inducing sudden changes in temperatures of the molten material and the mold, the developed 

module required several cycles to achieve desired changes in the process parameters. The 

graphical user interface for the quality control system is shown in Figure 6.10. The initial 

parameters for injection molding are chosen as optimal conditions. Variations in the machine 

environment and plastic material properties increase the possibility of deviation in process 

parameters. The system visualizes real-time cavity pressure and temperature signals coming 

from the cyber and physical model and is displayed in separate dashboards. The temperature 

from the real machine is mold temperature, where the sensors are installed due to the design 

constraints. The display on the left side is from the cyber model, and on the right side, the data 

from the mold sensors are displayed. When a real-time signal exceeds the set threshold limit, 

the display interface triggers an alarm relayed to the machine operator, and simultaneously the 

process parameter is changed. The system has a dedicated smart button, which triggers the 

smart behavior when it is turned on. 
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Figure 6.10. Interface display for the quality control system 

 

The chosen research object specifications are shown in Table 6.5.  

Table 6.5. Product specifications 
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A picture illustration of the machine and the product is given in Figure 6.11. The data-

driven-smart quality control system is installed at a manufacturing factory. Cavity sensors 

installed in the mold cavity are connected to the monitoring system through DAQ and amplifier. 

With a software tool, signals are displayed. Failure detection from the monitoring system 

quickly notified the operator with alarm, and adapted process parameters like flow rate, packing 

time, hold pressure, melt temperature, or coolant temperature are also delivered to the 

controller. Implementation of the integrated monitoring and quality control system is followed 

by its validation by solving failure scenarios in its demonstration. Implementation plan and 

factory setup pictures from the factory are provided in Figures 6.12 and 6.13. In the case of 

short shot failure detection, the smart quality control gives the adjustment process parameters 

to the controller for increasing the injection rate by 13g/cm3, packing time by 2 seconds, melt 

temperature by 60 C, and coolant temperature by 20 C. However, the suggested increase in the 

process parameters cannot be achieved instantly, especially the melt temperature. So, it is 

achieved in successive cycles. Due to the aged condition of the machine controller, the target 

changes are done with the operator's help. Further work is being in progress to make it 

autonomous. 
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Figure 6.11. Molding machine and the car door trim module 

 

Figure 6.12. Implementation of the quality consistency control system 
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Figure 6.13. Testing the functionality of the system 

 

This work presented an engineering analysis model to analyze the process behavior in 

a cyber-way because a fully experimental approach is a lengthy, costly, and impractical option. 

Conventionally this understanding is entir The 

analysis of the collected data from the cyber model and real factory experiments resulted in the 

design of the process control boundary as a process window. A graphical user interface created 

in MATLAB provides smart AI-based quality control. A rule-based intelligent algorithm based 

entirely on the experience and knowledge gained through the proposed study is derived. A 

data-driven monitoring and smart quality control system for injection molding is developed 

and implemented in a real manufacturing factory. And with the application of this robust 

achieved its target of solving a real-world industrial problem and reduced the number of scrap 

parts as well as the operating cost of the process. This system will surely benefit society with 

more reliable product quality, job opportunities, and energy saving. Future research for this 
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topic is oriented towards making the whole process automated and, after the data collection 

applying it to mass production and to the different injection molding machines and products. 
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Chapter 7  

 

The presented thesis has presented a novel approach and methodology for monitoring 

and controlling the cyclic manufacturing process. In the case of the injection molding process, 

pressure and temperature with installed cavity sensors are monitored, and process abnormality 

is detected.  The rule-based control algorithm is used to control the injection molding process. 

A vibration-based system is used to monitor the double-sided grinding process in the 

manufacturing of the brake disc. Based on the vibration characteristics of process behavior, a 

software module is developed which facilitates the real-time monitoring of the grinding process. 

The developed system comprises of vibration sensor, data acquisition device, monitoring 

window as the hardware components. The developed system has modules like signal 

acquisition, feature extraction, threshold limiting, failure detection, alarm, and data storage. It 

can be used further for training as well as better manufacturing planning and hence reducing 

the occurrence of quality failures. Conventionally these monitoring systems are not 

implemented at the production site. However, we have tried to solve the real quality issues 

faced by the grinding manufacturer. The monitoring system detects the process failure through 

the real-time monitoring of the vibration signal from the process. 

It also includes the development and implementation of an autonomous control system 

for the manufacturing of the brake disc by the process of grinding. The smart decision-making 

or the control module suggests the change of the process parameters in order to bring the 

process behavior within threshold limits. AI-based process parameter prediction system is 

designed and implemented. The trained model predicts the grinding wheel RPM from the 

vibration error delivered from the monitoring system. Moreover, the smart control algorithm 

compares the predicted grinding wheel RPM and the reference grinding wheel RPM. The 
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difference of the process parameter is delivered to the machine controller for the adjustment. 

The change in process parameters is delivered to the machine controller through PLC and 

developed module connection. The whole setup is installed at the factory using a vibration 

sensor, mounting, sensor cables, DAQ, monitoring window, OPC server, and industrial PC as 

its required hardware components. After the installation, its functioning is demonstrated with 

the grinding process of the brake disc. Earlier, the factory personnel used to check the finished 

product physically and then modify the process parameters repeatedly to get the product with 

the best quality. However, the development and implementation of such an intelligent system 

made all the tasks autonomous. Results and feedback from the manufacturers about the system 

are pretty encouraging. The system is very convenient, easy to use, and helpful to the 

manufacturers in reducing surface defect failures and increasing the factory's overall 

productivity by 5 % after its complete installation. It has helped transform a conventional 

manufacturing factory into a smart factory along with the benefits in terms of economy. It is 

also going to help society by reducing the work hazard to the operator due to the prolonged 

quality checking hours and creating lots of new job opportunities in terms of intelligent and 

autonomous technology. Making the whole process more autonomous and including the 

predictive maintenance system for machinery components will make this system more robust 

and versatile.  

 

The advocated work is taking a step towards making the conventional factory into the 

smart factory. However, the sensor installation and data collection have been a significant 

concern, especially for the failure products. The model is trained on a particular machine, and 

the same model cannot be used for other machines. The logic is valid for only the machine 

from which the data is collected and trained. 
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To solve the limitations of the presented work, the future cope of this involves designing 

a digital twin-based model for the grinding process, which can reciprocate the actual grinding 

behavior. Once we can get such a simulator model to test our control algorithm with virtual 

PLC, we can use reinforcement learning to train the model using open source AI brain for 

decision-making like Bonsai from Microsoft. The limitation of deriving the interrelationship 

between the monitored and controlled parameters can be easily solved.   
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Connecting LabView to PLC using OPC 

NI LabVIEW software can communicate with a programmable logic controller (PLC) in a 

number of ways. OLE for Process Control (OPC) defines a standard for communicating real-

time plant data between a control unit and a Human Machine Interface (HMI). The OPC server 

can be used with almost any PLC and programmable automation controller (PAC). In this 

tutorial, you will learn how to use LabVIEW to communicate with a networked PLC using 

OPC. The LabVIEW Data Logging and Supervisory Control (DSC) module is used in this 

tutorial. This module includes tools for logging data to a networked historical database, real-

time and historical trends, alarm and event management, networking LabVIEW Real-Time 

targets and OPC devices into one complete system, and adding security to your user 

interface. . These features make LabVIEW a powerful HMI/SCADA package for industrial 

control applications. 
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